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overview

e tools TU/e
— SDF3 (extensions)
— Pareto Calculator
— MAMPS
e developments
— dynamism, scenarios, SADF
— memory mapping
e relation to other work

e SDF3 demo



MOCC

e model-based approach to mapping and scheduling with
performance guarantees

e dataflow model of computation

 specifically (extensions of) synchronous dataflow
(border of decidability in Christian’s/Twan Basten’s
slide)




what do we have?

e yes, it’s a ‘model to model’ flow...
e but a fairly realistic one...

e ..and some generic dataflow analysis tools
streaming application SDFG throughput constraint
l +options
SDF3 flow

MP-SoC configuration



SDFG-based MP-SoC design-flow

Streaming application SDFG l Throughput constraint

Memory dimensioning (4 steps)

Memory-aware SDFG l Throughput constraint / trade-off
space

Constraint refinement (2 steps)

Storage-constrained SDFG Throughput constraint / latency + bandwidth

constraints
Platform graph

|

Tile binding and scheduling (4 steps)

Binding-aware SDFG Throughput constraint / scheduling constraints
Interconnect graph

!

NoC routing and scheduling (3 steps)

MP-SoC configuration



what we want to get

e to use model and flow for source code to realisation
flow

e to allow more dynamism in the model

) throughput
(sequential) source code constraint

SDF3 flow

MPSoC configuration

MPSoC platform



SDF

e synchronous dataflow model of computation

e model applications conservatively

e model resources, fifos, NoCs

e model predictable arbitration, TDMA, latency-rate

e analysis algorithms
— efficient throughput calculation
— latency
— deadlock, liveness, boundedness

— parametric throughput analysis



SDF3: SDF For Free

SDF3 offers

SDFG transformation and analysis algorithms

an SDFG random graph generator, more powerful than
TGFF

links to visualization and simulation software for SDFGs

advanced MP-SoC binding and scheduling functions for
SDFGs

SDF3 functionality is available as

command-line tools

C/C++ API



other TU/e tools

e Pareto Calculator

— supports compositional calculation of multi-dimensional
trade-offs

— trade-offs are used for instance also by Erlangen, Zlrich,
Daedalos

— based on concept of Pareto optimality

— imnlamantec Paratn Alnahra
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— on the web:
www.es.ele.tue.nl/pareto



other TU/e tools

MAMPS (work by Akash Kumar)

Multi-Application Multi-Processor Synthesis

profiling based automatic mapping of multiple
applications onto an FPGA based multiprocessor system
with Microblaze cores and point-to-point connections.

uses Leiden’s KPNGen for paralellisation.

on the web:

www.es.ele.tue.nl/mamps



relation to other work

e dataflow models used by several partners.
Leiden, Bologna, NXP, Zlrich, Erlangen,

e can use our generic SDF analysis algorithms

e use SDF3 instead of Task Graphs For
Free (TGFF) ! :-)

e Pareto analysis and trade-offs. Genereric multi-
S

i Al AAdoa_nff analv/eic and decinn
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exploration .

compute Pareto front, approximations, compositional
calculations, fancy things like partially ordered
objectives
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scenarios

e scenarios: situations similar from a resource usage
point of view

e for instance frame types or block types
e |if we can detect scenarios, we can exploit them

e for dataflow models: every scenario has its own
dataflow graph
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e Scenario Aware Dataflow
synchronous dataflow graphs are (too?) static



scenario aware dataflow

e Synchronous Data Flow is attractive for its analysability

e _..but it is often too static

e dynamism in SDF can be modelled as different
scenarios of ordinary SDF behaviour

e system switches between scenarios

e there is no free lunch:
analyse scenario switches

e we can analyse SADFs using Max-Plus algebra
(not yet in SDf3)



Mmp3 short block scenario
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MmpP3 Mmixed block scenario
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MpP3 result
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SDF3: SDF For Free TU/e

SDF3 offers

SDFG transformation and analysis algorithms

an SDFG random graph generator

links to visualization and simulation software for SDFGs
advanced MP-SoC binding and scheduling functions for SDFGs

SDF3 functionality is available as
= command-line tools
= C/C++ API

Systems



SDFG-based MP-SoC design-flow (SDF3) TU/e

Streaming application SDFG

Throughput constraint <Architecture platforD
l |

Design-flow

l

MP-SoC configuration

Electronic Systems



Predictable platform

TU/e

processing tile x = t,
TDMA scheduling > P, ga P,
static-order scheduling
TDMA scheduling
memory tile » ot t,
M ] P,
— M
processor memory network interface
type wheelsize size #conn in bw  out bw
t, = 100 1000 10 96 96
t, P, 100 5000 10 96 06
t; P, 100 10000 10 96 96
t, P, 100 500 10 96 96

Electronic Systems



SDFG-based MP-SoC design-flow TU/e

6ming application SDFG
Throughput constraint (Architecture platform>
|

| |

Design-flow

l

MP-SoC configuration

Electronic Systems



I Synchronous Dataflow Graphs TU/e

actor rate  tokens edge execution time

1
1
1
1
v

d,

Electronic Systems



Timed SDF state space TU/e

(d;, dy) —(4.2)

State: ((dy, d, d3, dy), {21}, {22}, {as})

a;
@ @

Electronic Systems



Bl Streaming application SDFG

execution time
Pl I:)2
a, 5 20
a, 5 -
as - 30

1'61

memory
Pl I:)2
200 200
350 -
- 100

Throughput constraint: 0.0085 firings / time-unit

token size
Sz
128
64

TU/e

Electronic Systems



EEl SDFG-based MP-SoC design-flow TU/e

Streaming application SDFG
Throughput constraint Architecture platform

|
<Design-f|ow >

MP-SoC configuration

Electronic Systems



SDFG-based MP-SoC design-flow TU/e

Memory dimensioning (4 steps)

Memory-aware SDFG l Throughput constraint / trade-off space

Constraint refinement (2 steps)

Storage-constrained SDFG | Throughput constraint / latency + bandwidth; constraints
Platform graph

!
Tile binding and scheduling (4 steps)

Binding-aware SDFG | Throughput constraint / scheduling constraints
Interconnect graph

!

NoC routing and scheduling (3 steps)

l

MP-SoC configuration

Systems



Memory dimensioning and constraint refinement

0-—0——0

token size
Sz
128
64

Throughput constraint:
0.0085 firings / time-unit

amem

1
3

0.08-
0.07-
0.06-

TU/e

0.04 -

storage-space latency : bandwidth
Ogrc Ogst P B
1 1 13 6.98
2 3 61 3.49
(1,6)
5) 7 -

hroughput

= 0.03-

0.02 -

0.01-

distribution size

8
Electronic Systems



Tile binding and scheduling TU/e

o—0—0

100% time wheels allocated gives throughput of 0.0084 < 0.0085
RV2 ’

(alaZ)* P, <« CA P, <« CA (33)

Electronic Systems



SDFG-based MP-SoC design-flow TU/e

Memory dimensioning

Memory-aware SDFG l Throughput constraint / trade-off space

Constraint refinement

Storage-constrained SDFG | Throughput constraint / latency + bandwidth constraints
Platform graph

}
Tile binding and scheduling

Binding-aware SDFG | Throughput constraint / scheduling constraints
Interconnect graph

!

NoC routing and scheduling

l

MP-SoC configuration

Systems



Memory dimensioning and constraint refinement

0-—0——0

token size
Sz
128
64

Throughput constraint:
0.0085 firings / time-unit

TU/e

storage-space latency : bandwidth
Omem Ogrc Ogst P B
2 1 1 30 8.53
3 2 3 45 4.27
0.08- :
0.07- -
0.06 - .
3 0.05- -
e
S 0.04- :
2 (1,6)
= 0.03- -
0.02- .
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O\
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Tile binding and scheduling TU/e

o—0—0

82% time Wheels aIIocated gives throughput of 0. 0091 > (0.0085
\ / ’

(alaZ)* P, <« CA P, <« CA (33)

Electronic Systems



NoC routing and scheduling TU/e

o0 O
\ / /
~ ”’ s’
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82% TDMA, (a,a,)"| P: —CA | 82% TDMA, (ay)
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SDFG-based MP-SoC design-flow TU/e

Streaming application SDFG

Throughput constraint Qrchitecture pIatforD
‘ |
; l

Design-flow

MP-SoC configuration

Electronic Systems



Bl Case Study TU/e

Applications

= H.263 encoder
= H.263 decoder
= MP3 decoder

MB

encoding

Platform
: = ARM7 core
motion \: . MB
comp. /* = decoding = Three accelerators
Views
% é ““:..--": -
t4 —> I\v/l_ "“ : t3 —p! M
3 o “ERE = Resource budgets
“ [Motion[¢_|_,. CA<’ E :: :: Subb. [, CA 100%
acc. L 2 : ] : || ace. L o0 || -
NI : o NI e
-. A ’ ; 1:— = " A ot
M 60% +— —

t 1 msguunn pesm
2 |—> NI
LJca = =
VLC tine slice nmenory #connections input bw output bw
M [time-units] [bytes] [bits/time-unit]  [bits/time-unit]

‘D}—Q63encoderll—263decoder|:|l\/P3decoderDU’1used‘




Bl Case study

3T

Memory di

A

mensioning

N

4

Constraint

refinement

A

Platform graph

: |

Tile binding and scheduling

Interconnect graph

A

NoC routing and scheduling

TU/e

H.263 encoder | H.263 decoder | MP3 decoder
2ms 1611ms 143ms
1ms Oms 1ms

287ms 816ms 55ms
125ms 261ms 5ms
415ms 2688ms 203ms

Electronic Systems



Predictable platform TU/e

l.l LZ
—’ M

—> NI

1

1 NoC
vt

's — NI L

—> CA P, CA M P, !

— P53 M P — M

Design-flow supports two platforms:
= Network-on-Chip
= AMBA bus in combination with MP-Flow

Electronic Systems



SDF3 interface

Input/output of each step is described in XML
XML can be transformed to HTML
Command-line tool and C/C++ API available

B & . O

MNew Open Save

&

Print...

Paste

|D h263encoderxml| @ ID archxml & ]

& [«

Find Replace

<settings type='

flow'=

<?xml version='1l.0' encoding='UTF-8'?=>
<sdf3 type='sdf' version='1l.0"

xsi:noManespaceSchemalocation="http://www.es.ele.tue.nl/sdf3/xsd/sdf3-sdf .xsd' =

=flowType type="NSoC"/=> <!-- use type="MPFlow" to target MPARM -->
<applicationGraph file='h283encoder.xml' /=
<architectureGraph file='arch.xml' /=
<tileMapping algo='loadbalance'=
=constants=
=constant name='a' value='1.0'/= <!-- processing --=>
=constant name='b' value='0.0'/= =!-- memory --=
=constant name='f' value='0.0'/= <!-- communication --=
=constant name='g' value='0.0'/> <!-- latency --=
=/constants>
=/t1leMapping=
<nocMapping algo='greedy's=
=constraints=
<maxDetour d='10'/>
=maxNrRipups n='10"'/>
=maxNrTries n='0'/=
</constraints=
</nocMapping=
=/settings=>
=/sdf 3=
Ln 13, Col 37 INS

TU/e

Electronic Systems



SDF3 interface

Input/output of each step is described in XML
XML can be transformed to HTML
Command-line tool and C/C++ API available

Fle Edit Wew History Bookmaks Tools Help

Donz
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Actors: mrotion_estimation, b _sneoding, ve, mb_deceding, motion_compensation
Channel: mc2me, me2mbe, mbe2ule, mbe2mbd, mbd2me, de2vle. me2me L
-

TU/e
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SDF3 interface

Input/output of each step is described in XML
XML can be transformed to HTML
Command-line tool and C/C++ API available

[ )

File Edit W“iew Terminal Tabs Help

[INFO] Check input design flow.

[INFO] Step took: Bms

Command: (n)ext step / (c)ontinue flow / print (s)tate / print (h)tml?
[WARNLING] mcdel non-local memory access not implemented.

[INFO] Step took: Bms

Command: (n)ext step / (c)ontinue flow / print (s)tate / print (h)tml?
[INFO] Compute storage-space / throughput trade-offs.

[INFO] Step took: 4ms

Command: (n)ext step / (clontinue flow / print (s)tate / print (h)tml?
[INFO] Select storage distribution.

Selected distribution cf size 401 with throughput 6.8628%e-07

[INFO] Step took: Bms

Command: (n)ext step / (c)ontinue flow / print (s)tate / print (h)tml?

ICS-NBO78:~/Temp/sdf3 html> sdf3flow-sdf --step --html --output mapping.xml

TU/e

Electronic Systems



Concluding remarks TU/e

= MP-SoC design-flow and SDF3 toolkit available at www.es.ele.tue.nl/sdf3

= First design-flow which maps SDFG to NoC-based MP-SoC

= Considers scheduling on processing, storage and communication resources
= Flow based on trade-offs between storage space, latency and bandwidth

= Most of the steps in the design-flow require milliseconds to complete for
realistic applications

Systems
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