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Program at glance

Day 1: Mon. July 8 — Real-Time Day
Day 2: Tue. July 9 — Platform Day

Day 3: Wed. July 10 — Control Day

Day 4: Thu. July 11 — Networks Day

Day 5: Fri. July 12 - Judgment Day
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Mon. July 8 — Real-Time Day

09:00
10:30
11:00
13:00
14:00
16:00
16:30
18:30

Introduction to real-time systems (Giorgio Buttazzo)
Coffee Break

Real-time scheduling and resource management
Lunch Break

Aperiodic Scheduling and Reservations

Break

dsPic architecture: overview (Mauro Marinoni)

End of Session
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08:30
10:30
11:00
13:00
14:00
16:00
16:30
18:30

Tue. July 9 — Platform Day

Operating systems for micro-controllers (Paolo Gai)
Coffee Break

The OSEK standard (Paolo Gai)

Lunch Break

The Erika kernel (Paolo Gai)

Break

Lab practice on Flex and Erika (Mauro Marinoni)

End of Session
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Wed. July 10 — Control Day

08:30
10:30
11:00
13:00
14:00
16:00
16:30
18:30

Integrated control and scheduling (Karl-Erik Arzen)
Coffee Break

Control of computing systems (Karl-Erik Arzen)
Lunch Break

Lab practice on control (Anton Cervin)

Break

Lab practice on control (Anton Cervin)

End of Session
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Thu. July 11 — Network Day

08:30
10:30
11:00
13:00
14:00
16:00
16:30
18:30

Real-Time Networks (Luis Almeida)
Coffee Break

Medium Access Control (Luis Almeida)
Lunch Break

Networked control systems (Anton Cervin)
Break

Lab practice on networks (Anton Cervin)

End of Session
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Fri. July 12 — Judgment Day

09:00 Final Exam (3 credits)

13:00 Lunch Break
14:00 Lab practice

18:00 Closing remarks and certificates
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Real-Time
Scheduling

Giorgio Buttazzo

Scuola Superiore Sant'Anna, Pisa

E-mail: buttazzo@unipv.it



Goal

Provide some background of RT theory that
you can apply for implementing RT control
applications:

e Terminology and models

e Basic results on periodic scheduling
e Aperiodic task handling

e Inter-task communication

e Overload and QoS management
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Real-Time system

event
Real-Time

System

» action

A computing system able to respond to
events within precise timing constraints.
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Real-Time system

X (1) .
RT system Environment

@

y (t+A)

It is a system in which the correctness depends
not only on the output values, but also on the
time at which results are produced.
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Typical applications

flight control systems

robotics

automotive applications
multimedia systems
virtual reality

small embedded devices

= cell phones
= digital TV

— videogames
= intelligent toys



M nl 'I'r\no
IIP AlLIVIIO

e Timing constraints are imposed by the
dynamics of the environment.

e The tight interaction with the environment
requires the system to react to events within
precise timing constraints.

= The operating system is responsible for
enforcing such constraints on task execution.
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Multi-level feedback control
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Software

computer

]

'*1" m D/A 1

—@

A/D

—@

@ Thread (task)
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e In spite of this large application domain, most
of RT applications are designed using
empirical techniques:

— assembly programming
— timing through dedicated timers
— control through driver programming

— priority manipulations

The resulting SW can be very efficient, but ...
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Disadvantages

1. Tedious programming which heauvily
depends on programmer’s ability

2. Difficult code understanding

1
Readability ocC

efficiency
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An efficient C Progr

=
L &

11

int a[1817];
main(z,p,q,r)
{
for(p=80;q+p-80;p-=2*a[p])
for(z=9;z--;)
q=3&(r=time(0)+r*57)/7,9=q7q-17
q-2?1-p%79?7-1:0:p%79-777
1:0:p<1l6359?779:0:p>1587-79:0,
q?lalp+g*2]?alp+=alp+=g]l=ql=g :0:0;
for(;q++-1817;)
printf(g%79?"'%c" :""%c\n""," U"['a[qg-111);

}
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Disadvantage

3. Difficult software maintainability

e Complex appl.s consists of millions lines of code
e Code understanding takes more that re-writing

e But re-writing is VERY expensive and bug prone

4. Difficult to verify timing constraints without
explicit support from the OS and the
language
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mplications
e Such a way of programming RT applications

IS very dangerous.

e |t may work in most situations, but the risk of
a failure is high.

e \When the system fails is very difficult to
understand why.

== |ow reliability
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e The objective of a real-time system is to

guarantee the timing behavior of each
individual task.

e The objective of a fast system is to minimize

the average response time of a task set.
But ...

Don’t trust average when you have to
guarantee individual performance
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Lessons learned

e Tests are not enough for real-time systems
e |ntuitive solutions do not always work

e Delay should not be used in real-time tasks

A safe approach:

¢ use predictable kernel mechanisms
¢ analyze the system to predict its behavior
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Achieving predictability

e The operating system is the part most
responsible for a predictable behavior.

e Concurrency control must be enforced by:

U

appropriate scheduling algorithms
efficient communication mechanisms

predictable interrupt handling

UUUU

overload management
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Let’'s review the main

scheduling results
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Terminology

e Task (or thread)

IS a sequence of instructions that in the
absence of other activities is continuously
executed by the processor until completion.

C. computation time

release time — _ tqc T - e -
_ CCAWVIN I
starttime —~ t
— release time
finishing time — — &> {activation time
arrival time

Graduate Course on Embedded Control Systems - Pisa 8-12 June 2009 26



Tasks and jobs

A task is an infinite sequence of instances
(jobs):

Job 1 Job 2 Job 3
Ti1 Ti,2 Ti,3
A A A
4 C N 4 N 'd
|
i lm | lme ||
i1 Ii k Ii k+1 L
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Activation modes

 Time driven: periodic tasks

the task is automatically activated by the
kernel at regular intervals.

 Event driven: aperiodic tasks

the task is activated upon the arrival of an
event or through an explicit invocation of
the activation primitive.
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Periodic task model

;ﬁlzqh
ikt = Tkt T
ti (Ci, Ti, Di) T
C » -
Jm m lm wall
li1 = D i k i k+1

i = O+ (k=D T; | | often
dik = rik*+ Di Di=Ti
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Aperiodic task model

o AperiodiC: T+ > Tik

® Sporadic: like1 2= Fik T T;

Job 1 Job 2 Job 3
fCI ~ s N s N
i1 i k li k+1 t
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Scheduling
e A scheduling algorithm is said to be:

— preemptive: if the running task can be
temporarely suspended in the ready queue
to execute a more important task.

—non preemptive: if the running task cannot
be suspended until completion.

Graduate Course on Embedded Control Systems - Pisa 8-12 June 2009 31



Schedule

A schedule is a particular assignment of tasks
to the processor.

Given a task set I" = {r,, ..., 1,}, a schedule is a
mapping ¢ : R* —> N suchthat Vte R*, 3t t,:

tet,t) e V' et,t,):ot) =o(t’)

(k>0 ift,is running
o(t) = <

0 if the processor is idle

—
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A sample schedule

idle Tq Ty Ta idle
o(t)
3 — ‘
2 ¢
1 ¢
0 ‘ .
t, t, t, t, t

Attime t,, t,, t;, e t, a context switch is performed.

Each interval [t, t,,) is called a time slice.
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A preemptive schedule

A

Graduate Course on Embedded Control Systems - Pisa 8-12 June 2009

34



Definitions

e A schedule o is said to be feasible if all
the tasks are able to complete within a
set of constraints.

e A set of tasks T is said to be
schedulable if there exists a feasible
schedule for it.
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Types of constraints

 Timing constraints
— activation, completion, jitter.

 Precedence constraints
— they impose an ordering in the execution.

 Resource constraints

—they enforce a synchronization in the
access of mutually exclusive resources.
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Resource constraints

To preserve data consistency, shared resources
must be accessed in mutual exclusion:

< X
I 1l
o1 W

w@h
W x=1
y=38

x=1
Tw

T
X:l@ R

y=9

y=8 l
"

read

TR

|
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Mutual exclusion

However, mutual exclusion introduces extra delays:

w@ (O
W Xx=1 Xx=1 R
y=38

y=3

= =8
TwiX1 - —_L

read

< X
I 1l
o1 W
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Timing constraints

Can be explicit or implicit.

* Explicit constraints

— Are included in the specification of the
system activities.

Examples
— open the valve in 10 seconds
— send the position within 40 ms
— read the altimeter every 200 ms
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Real-Time tasks

'S C, :
] }
S f. d !

release time (arrival time a;)

S,  starttime

C. worst-case execution time (wcet)
d, absolute deadline

D. relative deadline

finishing time
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Other parameters

— (). slack ]
_: | y
S t f, of
L ateness: L, =f —d.
Tardinoce- mav/iN 1 \
1AL UI11CO0. |||a/\\u, I_I}
Residual weet:  ¢(t) ci(r;)) = C

Laxity (o slack):

d, —t—ci(t)
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Tit+tAr
JILLCI
It is the time variation of a periodic event:

Finishing-time Jitter

Ti ; Ih_i -i

fi1 fi fis
Absolute: mlle (fik—Ti) — ”k“n (Fix — i)
Relative: ml?x ‘ (fi,k - ri,k) — (fi,k-l ~ ri,k-1) ‘
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Start-time Jitter

[ [ m

Si,1 Si,2 Si,3

Completion-time Jitter (I/O jitter)

T ] ‘ < - |
= = | /5 =
Si1 i1 Si 2 fio Sis fi3
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Task Criticality

HARD tasks

All jobs must meet their deadlines. Missing a
deadline may cause catastrophical effects.

SOFT tasks

Missing deadlines is not desired but causes
only a performace degradation.

An operating system able to handle hard
tasks is called a hard real-time system.
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Typical HARD tasks
— sensory acquisition

— low-level control

— sensory-motor planning

Typical SOFT tasks

— reading data from the keyboard
— user command interpretation

— message displaying

— graphical activities
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Implicit constraints

— do not appear in the system specification,

but must be respected to meet the
requirements.

Example
\AMhat'e tha timao vVa Aalidit \I 'F sensorv A~ ’)
vvnat s tne time vaiiai Ly Ol OCI 1o ud
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Example: automatic breaking

Y sensor visibility
> D obstacle

human Dashboard Dlstrlbgtlon BRAKES
Controls Unit
J emergency
SENSOrs { — | condition stop
. checker
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Worst-case reasoning

acq. g "

ek ° |n = = m
‘. Ts A T

V
obstacle in ~ obstacle brake train
the field detected pressed stopped
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D = sensor visibility

v(T,+4) + X, < D

da = g
= vt—%atz 8
V2
X, =
at = g
V2
v(T,+A) + — < D
219

Graduate Course on Embedded Control Systems - Pisa 8-12 June 2009

50



Viee = v(Ang)? +2Dpg — Aug

Vi = /2Dpg

\ Vnax speed
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Example 2: contour following

Nl
U U QA

Move at velocity v along the surface

tangent, exerting a force F < F,,,, along
its normal direction.
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Worst-case reasoning

v,
PF(t-1) () O F(t+1)

s . g N

vVt T, T. Ty

> < >

>

V =V, e—(t/1q)

——
force not trajectory robot
detected modified stopped
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Lenght covered by the robot after the contact:

L = VI, + X

X, = Iooov(’[)dt = J‘Ooo Voe_t/TOI dt = —V, 7, (e‘°° — eo) = V74

L = v(T, + 1)

Force on the robot tool: (K = elastic coefficient)

F=KL=v(T,+1y) < F. .
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Condition on the sampling period:

-
TS < max _Td
Kv,

maxX —
Kz,

A \Y; Speed
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The general
scheduling problem

Given a set I of n tasks, a set P of m processors, and
a set R of r resources, find an assignment of P and R
to I which produces a feasible schedule.

F\>
Scheduling

lgorith
R — aigorithm feasible

P—» — O
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Complexity

e In 1975, Garey and Johnson showed that
the general scheduling problem is NP hard.

e However, polynomial time algorithms can be
found under particular conditions.
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Complexity
It's important to find polynomial time algorithms.

number of tasks n = 30
elementary step = 1us

e Alg.1: O(n) 30ps
e Alg. 2: O(n®) 12 min
e Alg. 3: O(6™) 7 billions of years
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Simplifying assumptions

e Single processor
e Omogeneous task sets

o Fully preemptive tasks

Cimiilta 11

nNalic apn
JITTIuitdli ivouvuyo dadv

~rtin/atinne
vuvauuliio

e No precedence constraints

e No resource constraints
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Periodic Task
Scheduling



Problem formulation

Ti (C;, Th) job Tik

I PR [y P

Fi C

For each periodic task, guarantee that:
e each job T;, is activated at rix = (Kk—1)T;

e each job T, completes within dix = rix + D;
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Timeline Scheduling
(cyclic scheduling)

It has been used for 30 years in military
systems, navigation, and monitoring systems.

Examples
— Air traffic control

— Space Shuttle
— Boeing 777
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Timeline Scheduling
Method

e The time axis is divided in intervals of equal
length (time slots).

e Each task is statically allocated in a slot in
order to meet the desired request rate.

e The execution in each slot is activated by a
timer.
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Example

task f T
A 40 Hz | 25ms A = GCD (minor cycle)
B 20Hz | 50 ms T=Ilcm (major cycle)
10 Hz |100 ms

C,o+Cg<A
Co+Co<A

Guarantee: {
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Implementation

% : timer -
A W minor W
>
5 cycle /
* ) timer -
A .
C major
. . cvcle
% timer y
-
B
* : timer
A ] )
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Timeline scheduling

Advantages

e Simple implementation (no real-time

operating system is required).
e Low run-time overhead.

e |t allows jitter control.
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Timeline scheduling

Disadvantages

e |t is not robust during overloads.
e |t is difficult to expand the schedule.

e |tis not easy to handle aperiodic activities.
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Problems during overloads

What do we do during task overruns?

e | et the task continue

— we can have a domino effect on all the other
tasks (timeline break)

e Abort the task

— the system can remain in inconsistent states.
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Expandibility

If one or more tasks need to be upgraded,
we may have to re-design the whole
schedule again.

Example: Bisupdated but C,+Cg>A
A

AN s

0 25
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Expandibility

e \We have to split task B in two subtasks
(B4, B,) and re-build the schedule:

]A B, ‘ABZC‘A B, ‘ABZ

0 25 50 75 100

Guarantee: {
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Expandibility

If the frequency of some task is changed,
the impact can be even more significant:

task T T
A 25 ms 25 mS
B 50 ms 40 ms
100 ms | 100 ms
before after

minorcycle: A=25 A=5 [40 sync. J
major cycle: T=100 T =200 per cycle!
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A T
0 25 50 75 100 125 150 175 200
A
[ 1] ] —

0 25 50 75 100 125 150 175 200
| |

| g

T

Graduate Course on Embedded Control Systems - Pisa 8-12 June 2009 72



Priority Scheduling

Method

e Each task is assigned a priority based on its
timing constraints.

o We verify the feasibility of the schedule using
analytical techniques.

e Tasks are executed on a priority-based
kernel.
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Priority Assignments

ti (Ci, Ti, Di) T
lm e 1wl
l1=0 ik i k+1 L

e Rate Monotonic (RM):
p; oc 1/T;, (static)

e Earliest Deadline First (EDF):
p; oc 1/d;  (dynamic) dik = lix + Dj
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Rate Monotonic (RM)
e Each task is assigned a fixed priority
proportional to its rate.

25 50 75 100

O 1 1 1 1 1 40 1 1 1 1 1 1 80

T C 1 1 1 - 1 - 1 1 1 _ 1 1 1 1 1 ]

0 100
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How can we verify feasibility?

e Each task uses the processor for a fraction of

time:
C.
U, =—
Ti
e Hence the total processor utilization is:
n C
U =>» —
P |Z:1: Ti

e U, is a misure of the processor load
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A necessary condition

If U, > 1 the processor is overloaded hence
the task set cannot be schedulable.

However, there are cases in which Up <1
but the task is not schedulable by RM.
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An unfeasible RM schedule

- ° . 2_ o8
6 9

1 h##
0 3 6 9 12 15 18
SN I ST SS—
0 3 6 9v§ 12 15 18
deadline miss
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p
O S S
0 3 6 9 12 15 18
% |
0 3 6 9 12 15 18

NOTE: If C, or C, is increased,
T, Will miss its deadline!
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A different upper bound

48
3

S S

0 4 8 12 16

TZL%#A..

0 4 8 12 16

U :§+ 1
4

P

The upper bound U, depends on the
specific task set.
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The least upper bound
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A sufficient condition

If U, < U, the task set is certainly
schedulable with the RM algorithm.

NOTE

If Uy < U, <1 we cannot say anything
about the feasibility of that task set.
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Basic results

r Independent tasks

|®=0| |D;=T,

Assumptions:

In 1973, Liu & Layland proved that a set of n
periodic tasks can be feasibly scheduled

( . = C.
under RM if Z—' < n(2]/n —1)

n C
under EDF if and only if Z?' <1
\ = .
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RM bound for large n

UM = n(2¥" -1

forn>wo U,— In2
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EDF

CPU%

100-

85

2 3 4 5 6 7 8 9 10
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A'Ss

7 \

pec se

If tasks have harmonic periods U,,, = 1.
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Schedulability region
U, , The U-space

0.83 1




Schedulability region
U, , The U-space

0.83 1

1/2

419 083 1 o8



EDF

Schedule

v

0 3 6 9 12 15 18
% | | —
0 3 6 9 12 15 18

v

v

0 3 6 9 v} 12 15 18
deadline miss
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RM Optimality

RM is optimal among all fixed priority
algorithms:

If there exists a fixed priority assignment
which leads to a feasible schedule for T,
then the RM assignment is feasible for I.

|

If T" is not schedulable by RM, then it
cannot be scheduled by any fixed priority
assignment.
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EDF Optimality

EDF is optimal among all algorithms:

If there exists a feasible schedule for T,
then EDF will generate a feasible schedule.

|

If I" is not schedulable by EDF, then it
cannot be scheduled by any algorithm.
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Critical Instant

For any task T, the longest response time occurs when it
arrives together with all higher priority tasks.
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The Hyperbolic Bound

e |n 2000, Bini et al. proved that a set of n

periodic tasks is schedulable with RM if:

ﬁ(Ui+1) <2
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Schedulability region
U, , The U-space
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Extension to tasks with D < T

- .

I k dik Tlik+1

Scheduling algorithms

e Deadline Monotonic: p;oc 1/D;  (static)
e Earliest Deadline First: p; < 1/d; (dynamic)
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0 4 8 12 16 20 24 28

Problem with the Utilization Bound

. C. 2 3
U = 1 = —4+—=116>1
P leD 3 6

but the task set is schedulable.
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How to guarantee feasibility?

- .

I k dik Tlik+1

e Fixed priority: Response Time Analysis (RTA)
e EDF: Processor Demand Criterion (PDC)
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Response Time Analysis
[Audsley ‘90]

For each task T, compute the interference
due to higher priority tasks:

. = > C,

D, <D,
compute its response time as
verify if R, < D,
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(

Interference of 1, on T;
in the interval [0, R;]:

_&_
T

Interference of high | -1 R. C
priority tasks on T;: i z T k
k=1 k
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Computing the response time

i—-1 [ R i
i |
= | Ty
lterative solution:
( p0 _ A~
A . |
< 1 F(seD) iterate until
. — R\ S (s—1)
R* = C. + ' c, | Ri>R
) k=1 Tk
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Processor Demand Criterion
[Baruah, Howell, Rosier 1990]

In any interval of time, the computation
demanded by the task set must be no greater
than the available time.

Vi, >0, g(tl’tZ) S (t2_t1)
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Processor Demand

o | | o L L]

g -

t, 7

he demand in [t;, t,] is the computation time of
those jobs started at or after t, with deadline less
than or equal to t,:

<t2

gt t,) = >.C,

2l

103




Processor Demand

For synchronous task sets we can only analyze intervals [0,L]

S P

\ n | L=D. +T.
B = > — ol
i=l [ Ti |
; — L
D, T. + D, 2T, + D, 3T, + D,



Processor Demand Test

LD, +T
> £t

YL >0

Question

How can we bound the number of intervals in
which the test has to be performed?
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e Since g(0,L) is a step function, we can check
feasibility only at deadline points.

o |f tasks are synchronous and U, < 1, we can
check feasiblity up to the hyperperiod H:

H = lem(T, ..., T,)
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Bounding complexity

Moreover we note that: g(0, L) < G(0, L)

G(O, L) :i [L—l_-l_-li___Di) C,

n C. n C.
LS+ S (T.-D,)—
; : Z;. Jﬂ

:LU+iﬂ—Qwi

Graduate Course on Embedded Control Systems - Pisa 8-12 June 2009 108



Limiting L

G(O.L) = LU + Y(T,-D)Y, ]

: G(0, L)
T —D.)U.

L = IZ=1:( | s M, L)
1-U

forL>L"
g(O,L) <GO,L) <L
- L

L*
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Processor Demand Test

A set of n periodic tasks with D < T is schedulable by
EDF if and only if

" L-D, +T
Z T, !

U<1 AND YL >0

D = {d, | d < min (H, L*)}

-

H = lem(T, ..., T,)
< Z(Ti o Di)Ui
L* I
N 1-U
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Summarizing: RMvs. EDF

D, =T, D, <T,

Suff.: polynomial  O(n) pseudo-polynomial
Response Time Analysis
LL: 22U, < n(2¥n-1) D
Vi R, <D,
RM HB: TI(U+1) < 2 A i

-1 R
Exact pseudo-polynomial R = C. —I—Z{—'} C,
RTA | Ty

1. pseudo-polynomial
EDFE polynomial: O(n) Processor Demand Analysis

YU <1 vL>0, g(O,L) < L
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Question

<~ ""

<’D
U)
1./)

e If EDF is more efficient than RM, why
commercial RT systems are still based on RM?

Main reason

e RM is simpler to implement on top of
commercial (fixed priority) kernels.

e EDF requires explicit kernel support for deadline
scheduling, but gives other advantages.
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However, EDF offers the following advantages
with respect to RM.:

e |ess overhaed due to preemptions;
e More flexible behavior in overload situations;
e More uniform jitter control;

e Better aperiodic responsiveness.
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Handling shared
resources

Problems caused by
mutual exclusion



T

wait(s)
X =3;
y =5;

signal(s)

Critical sections

Write

—>

globlal

memory buffer

INt X;
Int vy;

read

—>

Ty

wait(s)

a=x+1;
b =y+2;
C = X+Y;

signal(s)
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Blocking on a semaphore

To

CS

CS

P1 = P

A

T

To

It seems that the maximum blocking
time for t1 is equal to the length of the
critical section of 12, but ...
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Schedule with no conflicts

priority
R A
11 | l
A
1o ] I

Graduate Course on Embedded Control Systems - Pisa 8-12 June 2009 117



Conflict on a critical section

priority B
A 4 | [—
1 o me l
A
LY. ] s i
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Conflict on a critical section

priority B

A 4 ’ |
R ! ]
A
T2 - I
13 L ] B W
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Priority Inversion

A high priority task is blocked by a lower-

priority task a for an unbounded interval of
time.

Solution

Introduce a concurrency control protocol for
accessing critical sections.
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Resource Access Protocols

Under fixed priorities

e Non Preemptive Protocol (NPP)
e Highest Locker Priority (HLP)

e Priority Inheritance Protocol (PIP)
e Priority Ceiling Protocol (PCP)

Under EDF
e Stack Resource Policy (SRP)
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Non Preemptive Protocol

e Preemption is forbidden in critical sections.

e Implementation: when a task enters a CS, its
priority is increased at the maximum value.

ADVANTAGES: simplicity

PROBLEMS: high priority tasks that do
not use CS may also block
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Conflict on critical section

priority | B
A
L B
A
12 - I
3 L e
N O
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Schedule with NPP

priority |
A
11 | o
A
17 — I
T, _ e

Pcs = max{Py, ...

Pt
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Problem with NPP

priority useless
A -
A blocking
11 | I
T ‘ ] ]
13 L —

T, cannot preemt, although it could
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Highest Locker Priority

A task in a CS gets the highest priority

among the tasks that use it.

FEATURES:

e Simple implementation.

e Atask is blocked when attempting to preempt,
not when entering the CS.
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Schedule with HLP

priority |
A
11 ]
A
12 S
% | -

Pcs = max {P, | T, uses CS}

T, IS blocked, but t, can preempt within a CS
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Problem with HLP

Ty T, blocks just in case ...

A

Py

P,
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Priority Inheritance Protocol
[Sha, Rajkumar, Lehoczky, 90]

e A task in a CS increases its priority only if it
blocks other tasks.

e A task in a CS inherits the highest priority
among those tasks it blocks.

Pcs = max {P, | T, blocked on CS}
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Schedule with PIP

priority

A

direct blocking
A
“ /-
A ___» push-through blocking

K o
K L_— e

P, |

Ps3
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Types of blocking

e Direct blocking

A task blocks on a locked semaphore

e Push-through blocking

A task blocks because a lower priority
task inherited a higher priority.

BLOCKING:
a delay caused by a lower priority task
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ldentifying blocking resources

e A task 1, can Dbe Dblocked by those

semaphores used by lower priority tasks and
o directly shared with 1, (direct blocking) or

e shared with tasks having priority higher than T,
(push-through blocking).

Theorem: rt; can be blocked at most once
by each of such semaphores

Theorem: 1, can be blocked at most once
by each lower priority task
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Bounding blocking times

e If n is the number of tasks with priority less
than r,

e and m is the number of semaphores on
which 1; can be blocked, then

Theorem: 1, can be blocked at most for
the duration of min(n,m) critical

sections
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o Example

priority

P T AN B

B A [ ¢ ol
] s ] D

e 1, can be blocked once by 1, (on A, or C,) and
once by 15 (on A; or B;)

e 1, can be blocked once by 15 (on A;, B; or Dj)

e T, cannot be blocked
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o Example

priority

P T AN B

L oo Al ¢ ol
s @ s ] D

e B, =0(C,) + 5(B,)
e B,=35(Dy)
e B;=0
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Schedule with PIP
priority

P,
T Ai — \ —

el

- .
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Remarks on PIP

ADVANTAGES

o |tis transparent to the programmer.

e |t bounds priority inversion.

PROBLEMS

e [t does not avoid deadlocks and
chained blocking.
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Cnainead DIOCKINg witn FIF
-
pArlorly A B, B, B,

T 1 — 1

}
Ty —
4 L ] il

Theorem: t; can be blocked at most once

by each lower priority task
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Priority Ceiling Protocol

e Can be viewed as PIP + access test.

e A task can enter a CS only if it is free and there
IS no risk of chained blocking.

To prevent chained blocking, a task may stop at
the entrance of a free CS (ceiling blocking).
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Resource Cellings

e Each semaphore s, is assigned a ceiling:

C(s) = max{P;: t; uses S}

o Atask t, can enter a CS only if

P: > max {C(S,) : S, locked by tasks # T;}
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ms; C(s)=P
priority A s, C(sy) =Py
A
T I e
A
Ty ] —
Ty m e —
1:1

t,: 1, Is blocked by the PCP, since P, < C(s,)
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Remarks on PCP

ADVANTAGES

e Blocking is reduced to only one CS

e [t prevents deadlocks

PROBLEMS

e |t is not transparent to the programmer:
semaphores need ceilings
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[ ] J | I N
T T
1 2
l l P, > P,
) blocked
T P
A e Dblocked
Tz /
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Tq To B C.=-P
l l Pl > I:)2 Cg=P,
A ceiling blocking
Tq1 / B

A
< [y
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Guarantee with resource
constraints

e \We select a scheduling algorithm and a
resource access protocol.

e We compute the maximum blocking times
(B;) for each task.

e \We perform the guarantee test including the
blocking terms.
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Guarantee with RM (p=1)

preemption
I by HP tasks
T h ] ] .
blocking by
LP tasks

By LL test:

vi %, GFB )
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Guarantee with RM (p=T)

preemption
I by HP tasks
T h [ ] ] .
blocking by
LP tasks

By RTAtest: Vi R. <D,

1-1 R
R = C;+B+) || C,
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Stack Resource Policy [Baker 1990]

e |t works both with fixed and dynamic
priority

e |t limits blocking to 1 critical section
¢ |t prevents deadlock

e |t supports multi-unit resources

e |t allows stack sharing

e |tis easy to implement
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Stack Resource Policy [Baker 90]

e For each resource R;:
= Maximum units: N,

= Auvailable units: n,

Ny

Ry

e For each task 1, the system keeps:

— Ifs resource requirements:

1i(Ry)

= a priority p;: RM|p; < /T,

EDF

P oc Yd,

— a static preemption level:

Ty K 1/Di
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Stack Resource Policy [Baker 90]

Resource ceiling

C.(n,) = mjax{ﬂj n, <yj(Rk)}

S

System ceiling |11, = mSX{Ck(nk)}

SRP Rule

A Job cannot preempt until
p; Is the highest and &; > I1g
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SRP: Notes

e Blocking always occurs at preemption
time

e A task never blocks on a wait primitive
(semaphore queues are not needed)

ara ctill naaded tn 11Indata
CAI \» 7 LI \ANs A W\J UV\J

(8
the system ceiling

e Early blocking allows stack sharing
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EDF Guarantee (D,=T)

preemption
I by HP tasks
T h ] ] .
blocking by
LP tasks

i—1
Vi Z&-F Ci+B < 1
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EDF Guarantee: PD test (D, <T,)

T.l I]J_I] L] ‘ .

Tasks are ordered by decreasing preemption level
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Schedulability Analysis

under EDF

When D, <T,
A task set is schedulable if U<1 and VL e D

vi B+ Y|Pl <o
=1

where D = {d,|d, < min(H, L")}

n

Z(Ti B Di )Ui
H = lem(T, ..., T,) L = &

1-U



Stack Sharing

Each task normally uses a private stack for
 saving context (register values)
* managing functions
» storing local variables

PUSH

stack pointer

| . ! >

POP

stack



Stack Sharing

Why stack cannot be normally shared?

Suppose tasks share a resource: A
big problems
blocked
I\ f / SP1 —
. |
! l sp2 —
12

stack




Stack Sharing

Why stack can be shared under SRP?

| |
. sp2—

stack




Saving Stack Size

To really save stack size, we should use a
small number of preemption levels.

N

100 tasks
10 Kb stack per task

- mmm) Stack size =1 Mb

10 preemption levels
P P - m==)» Stack size = 100 Kb

10 tasks per group

stack saving = 90 %




NOTE on SRP

» SRP for fixed priorities and single-unit resources
Is equivalent to Higher Locker Priority.

> It is also referred to as Immediate Priority Ceiling

11 h l

A
1o B A [ B - l
3 L B B ] l
- A
IT, n; ]




Non-preemtive scheduling

It is a special case of preemptive scheduling where
all tasks share a single resource for their entire
duration.

TB R l

The max blocking time for task t, is given by the
largest C, among the lowest priority tasks:

B. = max{C, : P, <P}



Advantages of NP scheduling

Reduces runtime overhead
» Less context switches

» No semaphores are needed for critical sections

Reduces stack size, since no more than one task
can be in execution.

Preserves program locality, improving the
effectiveness of

» Cache memory
» Pipeline mechanisms

» Prefetch queues



Advantages of NP scheduling

e As a consequence, task execution times are
» Smaller

» More predictable (less variable)

non-preemptive

preemptive

N N
N
"™,
vl

oy

~
i
T

—
T




Advantages of NP scheduling

In fixed priority systems can improve schedulabiilty:

U= E+ﬂ— 0.97

RM 5.7
“HM# h h
0 5 20 25 30 35
2 ]...'M‘ ‘H'J'
28 35
deadllne mIsS
NP-RM
0 15 20 25 30 35
0 7 14 21 28 35




Disadvantages of NP scheduling

e |In general, NP scheduling reduces schedulability.

e The utilization bound under non preemptive
scheduling drops to zero:

LCl =€
T
Ty

1o

4
3
(




Non preemptive scheduling anomalies




Trade-off solutions

Preemption thresholds

Each task has two priorities:

e Nominal priority (ready priority): used to enqueue
the task in the ready queue

e Threshold priority: used for task execution

nominal priority < threshold priority

| |

threshold -
nominal -




Trade-off solutions

Deferred preemption
Each task can defer preemption up to q;
NP regions are floating in the code

=

A q2 j

s B; = max {q,}
k>1




Trade-off solutions
Fixed preemption points
A task can only be preempted in fixed points

and it is divided in m; chunks: q;; ... Qi

| e |

B; = max {q,"*}
k>1




Interestinag nroblem
| I | \ W 4y | Lﬂr’ N I 11

Given a preemptively feasible task set, reduce
preemptions as much as possible still preserving
schedulabillity.

m=) Reducing context switch costs and WCETs

This means finding the longest non-preemtive
chunk for each task that can still preserve

schedulability.

{ Under EDF ==)  Baruah - ECRTS 2005
Under Fix. Pr. =) Yao et. al. - RTCSA 2009




Handling Aperiodic Tasks



LilanAdAlina Cvr ~AAalitvs
1 ICAIIUI] |U \ ] | GlIILy

e Aperiodic tasks with HARD deadlines must be
guaranteed under worst-case conditions.

e Off-line guarantee is only possible if we can
bound interarrival times (sporadic tasks).

e Hence sporadic tasks can be guaranteed as
periodic tasks with C. = WCET, and T, = MIT.

WCET = Worst-Case Execution Time
MIT = Minimum Interarrival Time
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SOFT aperiodic tasks

e Aperiodic tasks with SOFT deadlines should
be executed as soon as possible, but
without jeopardizing HARD tasks.

e \We may be interested in

inimizin~ th

" A AN nen firmm
—> hnnmiZing uic ave L

ANNA raconNnN fa
Adyvo 1CopPUITOT LTNTIIT

— performing an on-line guarantee
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Periodic Scheduling
(EDF)

C,=3
T, L—
0 3 6 12
ape
0 2 4 6 8 10 12
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Immediate service

h L m e

8

= W_— ‘
6 . : I |
ape I \'\ deadline miss

0 2 4 6 8 10 12

Response Time = 3
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Background service

c =3 4 8

T L—
0 3 6 12

e - .
0 2 4 §) 8 10 12

Response Time = 10
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APCITUUIL OCl VLl S
e A server is a kernel activity aimed at controlling

the execution of aperiodic tasks.

e Normally, a server is a periodic task having two
parameters:

C, capacity (or budget)
T,  server period

To preserve periodic tasks, no more than C,
units must be executed every period T

Graduate Course on Embedded Control Systems - Pisa 8-12 June 2009 177




Aperiodic service queue

aperiodic
SOFT tasks Server
Service queue \
periodic/sporadic
HARD tasks -
READY queue

e The server is scheduled as any periodic task.
e Priority ties are broken in favor of the server.

e Aperiodic tasks can be selected using an arbitrary
gueueing discipline.
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Fixed-priority Servers

e Polling Server
e Deferrable Server
e Sporadic Server

e Slack Stealer
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Dynamic-priority Servers

e Dynamic Polling Server

e Dynamic Sporadic Server
o Total Bandwidth Server

e Tunable Bandwidth Server

e Constant Bandwidth Server
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Polling Server (PS)

At the beginning of each period, the budget is
recharged at its maximum value.

Budget is consumed during job execution.

When the server becomes active and there are
no pending jobs, C, is discharged to zero.

When the server becomes active and there are
pending jobs, they are served until C_ > 0.
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RM + Polling Server

C,=1 ‘
T2 ! | - | | | - | | | |
0 ’) §) 12
we T - -
0 2 4 §) 8 10 12
PS
c.-+ B A
TS - 5 | | | | | | | |
0 5 10

Response Time = 8
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PS properties
¢ |In the worst-case, the PS behaves as a periodic
task with utilization U, = C//T,.

e Aperiodic tasks execute at the highest priority if
Ts=min(T,, ..., T,).

e Liu & Layland analysis gives that:

lub

N
URMPS(n) = U, + n ( ) _1

183




n n a— a— a— e - -

RM + PS schedulability

Upp - (n) = Ug + n (KY" - 1)

K =
U

2

S

+1
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Deferrable Server (DS)

e |Is similar to the PS, but the budget is not
discharged if there are no pending requests.

e Keeping the budget improves responsiveness,
but decreases the utilization bound.

- —
‘L
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T2 l I - I I I - I I I
0 y) 6 1 12
ape h T
I I I I - I I - I
0 2 4 6 8 10 12
DS
R B A
T.=5 — .
0 5 10

Response Time =4
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T2
B }/ N
Ul () = U, +n U, +2 —1
U, +1
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RM +DS
t U (N> o)
1
PS
IN2 e
DS
L RM+Ps 1/
Uep () =U, +n((K™"-1)
K., - 2 K., = U, +2
U, +1 U, +1 Us
0 1
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Designing server parameters

Determine U™ from U, < n

Define U, < U M
Define T,=min (T, ..., T,)

Compute C, = U,T,

|

U,+2

U, +1
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Total Bandwidth Server (TBS)

e |t iIs @ dynamic priority server, used along with
EDF.

e Each aperiodic request is assigned a deadline
so that the server demand does not exceed a

given bandwidth U, .

e Aperiodic jobs are inserted in the ready queue
and scheduled together with the HARD tasks.

Graduate Course on Embedded Control Systems - Pisa 8-12 June 2009 190



The TBS mechanism

aperiodic Deadline)
tasks assignment)

periodic/sporadic Y
tasks g

READY queue

e Deadlines ties are broken in favor of the server.
e Periodic tasks are guaranteed if and only If

Up + Us < 1
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Deadline assignment rule

e Deadline has to be assigned not to jeopardize
periodic tasks.

e A safe relative deadline is equal to the
minimum period that can be assigned to a new
periodic task with utilization U

U =¢C/T, = T, =d —-r = C//U,

e Hence, the absolute deadline can be set as:
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ted as:

A

@)
M~

st be com

A= |

iobs d m
NI RI\T y uk 1

|
J

d, = max(r.,d_,) + C./ U, |

S
J
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e To keep track of the bandwidth assigned to



EDF + TBS schedule

C, =1

1
Tlh

C,=3 4 8
TZL_ ‘ SN
0 TZ Tl 6 12
ape — l
y
0, 2, 4 6 8, 10 12,

Us = 1-U, = 1/4
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e \What's the minimum deadline that can be

assigned to an aperiodic job?

C, =1

pm  m B

C2 — 3 4 8
12 L_ ‘ ]
0 , 6 12
ape v
0 2 4 8 10 12
£ of]
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o If we freeze the schedule and advance d, to 7,
no task misses its deadline, but the schedule is

not EDF:
C,=1
em  wm | mm |
C,=3 4 8
TZL_ ‘ I
o, 6 “/\; Y
v | "
6r'1§'21 "éd'll'o'l'z'

Feasible schedule # EDF
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e However, since EDF is optimal, the schedule

produced by EDF is also feasible:

C, =1

1
Tlh..!.-!.- |
C2:3 4 ‘ 8
TzL—..—. |
0 5 6 12
ape T l
Or12 4 6 8d110 12
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Imnro\ / NnNAa TRS
IIIIrJ \J [ 1 LY/ \J

e \We can now apply the same argument, and
advance the deadline to t = 6:

c,=1

Tlh..!.-!.- |
C,=3 4 8
TzL—. e |
0 5 (6) 12
ape T

Or12 4 6 8d110 12
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Imnro\ / NnNAa TRS
IIIIrJ \J [ 1 LY/ \J

e \We can now apply the same argument, and

advance the deadline tot = 6:

c,=1

Tlh - ! [ ! [ |
C,=3 4 8
T, “

0 A2 12
ape

Or12 4 6 8d110 12
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e Clearly, advancing the deadline now does not
produce any enhancement:

C, =1

1
Tlh - ! [ ! [ |
‘02:3 4 8
Tl “ | |
aeo ' o ‘ 6 12
pI I*IIIIIIIIII
Or12 4 6 8d110 12
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Combputina the deadline

UIIIrJ | 1 1N\ WU CA 1 1\

In general, the new deadline has to be set to
the finishing time of the current job:

( dl? — max(rw I?—l)

At =10 = £, (d))

ape l l
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Computing
pULTY

the deadline

1 1N\ WU CA 1 1\

e The actual finishing time can be estimated
based on the periodic interference:

fo =C,+1 (r.,d;)

ape | l
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Periodic Interference

(U, = 1/2+1/3 =56 [Cx =2

Us =1-Up, = 1/6 | dk = 3+2/Us = 15

| 4 | 8 12 16 20
12 ‘ S N s R == |
6 12 18
,
. |
3 dy

1,(6,d9) = 1,(6,d5)+1, (¢, d;)
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Cgmnllflnn iINtarfarancoe
PuLlllﬂ IT T AN I N\l sl I
! h Lh
0 4 | | 8 | I12 16 | 2I0 |
T2 | | -_ | | | | | | — | | | | |
0 6 12 18
2
.| |
| | | é | | | | | | | | | dIkl | | | | |
g - .
| (t,d}) = Zci (t) next(t) = next release time
r. active of task t; after t

. 2 | d; —next. (t
JEDES AT
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Combutina interference
PMLIIIH ITIRANT I v
" i
. ) T | : T |12 M I 2|0
2 S o I [
0 6 12 18
2
ape T l
3 | dIkl
S _ :
| (t,d;}) = zci (t) next(t) = next release time
7, active of task t, after t

(t,d)) :Z”: [ di_r_:_EXti(t) = j C.

=1 i
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ape

The Optimal Server

dl? = max(r, dl?—l)

s=0
1
fo=C + Ip(rk,dks)
dks+1 _ .I:ks

s =5s+1

compute the initial
deadline with TBS

advance deadline

I
e (5 =7 s EXIT
C —

|
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Tunable Bandwidth Server TB(K)

K = max number of steps

l

d. =max(r.,d. )
s=0

Il

f, =C +1,(r.dy)

s+1 g5
dk _fk

s =s+1

0(1)

O(n) \

l J
4«@?*1L =d,) or (s= K)>>

TB(0) = TBS

TB(w) = TB*

O(Kn)
polynomial

EXIT
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Tuning performance vs.

overhead
[ performance )
g TB*
optimal server
K=0
TBS

. overhead
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Aperiodic responsiveness

=
o

o NN W~ O O N 0o o©

} Avg. Response Time

TR TB(O)
| Il TB(1
| e TB(3
| I R N 7 / TB(5)
N N SN S = T / B~

0.1 0.I2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 ]
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Problems with the TBS

e Without a budget management, there is no
protection against execution overruns.

e If a job executes more than expected, hard
tasks could miss their deadlines.

= ,ﬂ/ deadline miss
U _ *
U. = 1/4 ‘ overrun l

0 2 4 10
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Solution: temporal isolation
e |In the presence of overruns, only the faulty task

should be delayed.

e Each task 1 should not demand more than its
declared utilization (Ui = Gi/T).

e |f a task executes more than expected, its
priority should be decreased (i.e., its deadline
postponed).
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Achieving isolation

e |solation among tasks can be achieved through
a bandwidth reservation.

e Each task is managed by a dedicated server
having bandwidth Us.

e The server assigns priorities (or deadlines) to
tasks so that they do not exceed the reserved

bandwidth.

Graduate Course on Embedded Control Systems - Pisa 8-12 June 2009 212



Resource partition

10 %
20 %

N
(@n!

o
o

45 %

Each task receives a bandwidth U; and
behaves as it were executing alone on
a slower processor of speed U;

e A mechanism that prevents a
task to consume more than
its reserved amount.

e |If a task executes more, it is
delayed, preserving the
resource for the other tasks.




Priorities vs. Reservations

Prioritized O\ READYQUELE | T4 Ty Tj
Access

T, U, 50% T,
_— —
Resource U 200
Reservation ‘2 TZ’ — 1o
T 3 20% ;
3 — > g




Implementation

Ready queue

Us3 EDF
o
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Constant Bandwidth Server
(CBS)

e |t assigns deadlines to tasks like the TBS, but
keeps track of job executions through a budget
mechanism.

e When the budget is exhausted it is immediately
replenished, but the deadline is postponed to
keep the demand constant.
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CBS parameters

Given by the user
e Maximum budget: Qs
e Server period: Ts

= Qs/Ts (server bandwidth)

Maintained by the server
e Current budget: Cs (initialized to 0)
e Server deadline: ds (initialized to 0)
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Basic CBS rules
e Arrival of job J, —> assign d,

If (r, +c, /U, < d)) then recycle (c, d,)

else  (d, = r +T,
. Cs = Qs
e Budget exhausted = postpone d,
(d, = d. + T,
<
L Cs = Qs
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Budget exhausted

L_ﬁ/\ l
0 3 6 12
Cs
3
1
0 3 12
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0 2 4 6 8 10 12 14 16 18 20 22 24 26

CBS:Q,=2,T,=6
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CBS properties

e Bandwidth Isolation

If a task 1, iIs served by a CBS with
bandwidth Us then, in any interval At, t; will
never demand more than Us At.

A hard task t; (C;, Tj) is schedulable by a
CBS with Qs =Cjand Ts =T, iff 7, is
schedulable by EDF.

e Hard schedulability
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Selecting the most suitable
service mechanism

A

performance _
optimal server (TB¥*)

TB(k)

@ Slack Stealer

TBS m CBS
m DS W SS
W PS
m Background overhead

t depends on the price (overhead) we want
to pay to reduce task response times
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