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Embedded Systems 

Tasks: 
Computation times 
Deadlines 
Dependencies 
Arrival patterns 
uncertainties 

Resources 
Execution platform 
PE, Memory 
Networks 
Drivers 
uncertainties 

Scheduling Principles (OS) 
EDF, FPS, RMS, DVS, .. 



Timing Analyses 
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  WCET analysis:  
the execution time of 
an isolated task. 

  Schedulability analysis:  
Verify no deadlines 
violated in higher level 
system for given sched. 
princinple 

  Scheduling:  
Assign resources to 
tasks 

Tasks 

SP 

Res. 

Model checking is fixpoint 
iteration without dynamic 

abstraction and using 
set union to collect states. 

Abstract Interpretation is 
fixpoint iteration with dynamic 
abstraction using lattice join 
to combine abstract states. 



Model Checking 

TOOL 

System Description 

Requirement 
Yes  

   Prototypes 
   Executable Code 
   Test sequences 

No! 
Debugging Information 

A( req ) A} grant) 
A( req ) A}t<30s grant) 

A( req ) A}t<30s , p>0.90 grant) 
A( req ) A}t<30s,c<5$ grant) 

QUANTITATIVE 

Kim Larsen [4] ARTIST Summer School Europe, 2011 

Time Cost Probability 



Overview 

  Timed Automata Model Checking 

  Scheduling 
  Task Graph Scheduling 

  Schedulability Analysis 
  Single Processor 
  Multi Processor 

  WCET Analysis 
  Performance Analysis 

  Statistical Model Checking 

Kim Larsen [5] ARTIST Summer School Europe, 2011 



Timed Automata 



Train Crossing 

River 

Crossing 

Stopable 
Area 

[10,20] 

[7,15] 

[3,5] 

list 

Kim Larsen [7] ARTIST Summer School Europe, 2011 



Train Crossing 

River 

Crossing 

Stopable 
Area 

[10,20] 

[7,15] 

list 

[3,5] appr 
stop 

leave 

go 

enqueue() 
dequeue() 
front() 

id-”parameter” 

Communication via channels! 

Kim Larsen [8] ARTIST Summer School Europe, 2011 



Timed Automata [Train] 
=        Finite State Control 
      +  Real Valued Clocks 

invariants 

Guards 

Synchronizations 

Resets 

Kim Larsen [9] ARTIST Summer School Europe, 2011 



Timed Automata [Gate] 
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=        Finite State Control 
      +  Real Valued Clocks 

+    Discrete Variables 



Logical Specifications 

  Validation Properties 
  Possibly:   E<> P 

  Safety Properties 
  Invariant:  A[] P 
  Pos. Inv.:  E[] P 

  Liveness Properties 
  Eventually:  A<> P 
  Leadsto:   P  Q 

  Bounded Liveness 
  Leads to within:  P · t Q 

The expressions  P  and 
Q   must be type safe, 
side effect free, and 
evaluate to a boolean. 

Only references to 
integer variables, 
constants, clocks, and 
locations are allowed 
(and arrays of these). 

11 ARTIST Summer School Europe, 2011 



Scheduling 



Resources and Tasks 
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Resource Task 

Shared variable 

Synchronization 

Semantics: 
 ( Idle , Init , B=0, x=0) 
  d(3.1415)  ( Idle , Init , B=0 , x=3.1415 )    
  use            ( InUse , Using , B=6, x=0 )   
  d(6)           ( InUse , Using , B=6, x=6 )   
  done          ( Idle , Done , B=6 , x=6 )   



Optimal Scheduling – TIME 
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Optimal Scheduling – TIME 
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Optimal Scheduling – TIME 
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Optimal Scheduling – TIME 
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Experimental Results 

ARTIST Summer School Europe, 2011 Kim Larsen [18] 

Abdeddaïm, Kerbaa, Maler 

Symbolic A* 
Branch-&-Bound 

60 sec 



Task Graph Scheduling – Revisited 
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Task Graph Scheduling – Revisited 
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Task Graph Scheduling – Revisited 

ARTIST Summer School Europe, 2011 Kim Larsen [21] 

+ 

* 

+ * 

+ 

* 
3ps * 

2ps 
+

7ps * 

5ps 
+

time 

P1 
P2 

5 10 15 20 25 

2 

3 

6 

4 

5 

1 

Compute   :  
  (D * ( C * ( A + B )) + (( A + B ) + ( C * D )) 

using 2 processors 

P1 (fast) P2 (slow) 

A 
B C D 

C 

D 
90W In use 

10W Idle 
30W In use 

20W Idle 
ENERGY: 

1 

2 

3 

6 5 

4 



Optimal Infinite Scheduling 

ARTIST Summer School Europe, 2011 Kim Larsen [22] 

Maximize throughput: 
i.e. maximize Reward / Time in the long run! 



Optimal Infinite Scheduling 

ARTIST Summer School Europe, 2011 Kim Larsen [23] 

Minimize Energy Consumption: 
i.e. minimize Cost / Time in the long run 



Optimal Infinite Scheduling 

ARTIST Summer School Europe, 2011 Kim Larsen [24] 

Maximize throughput: 
i.e. maximize Reward / Cost in the long run 



Bouyer, Brinksma, Larsen:  
HSCC04,FMSD07 

Mean Pay-Off Optimality 

ARTIST Summer School Europe, 2011 Kim Larsen [25] 

c1 c2 

c3 cn 

r1 r2 

r3 rn 
σ 

Value of path σ:   val(σ) = limn!1 cn/rn 

Optimal Schedule σ*:  val(σ*) = infσ val(σ) 

Accumulated cost 

Accumulated reward 
: BAD 

THM: The mean-pay off optimization problem is decidable  (and PSPACE-complete) for PTA. Corner Point Abstract Sound & Complete 



Larsen, Fahrenberg: 
INFINITY’08 

Discount Optimality 

ARTIST Summer School Europe, 2011 Kim Larsen [26] 

c(t1) 
c(t2) 

c(t3) c(tn) 

t1 t2 

t3 tn 
σ 

Value of path σ:   val(σ) =   

Optimal Schedule σ*:  val(σ*) = infσ val(σ) 

Cost of time tn 

Time of step n 

λ < 1 :  discounting factor 

: BAD THM: The dsicount optimization problem  is decidable for PTA.  Corner Point Abstract Sound & Complete 



Soundness of  
            Corner Point Abstraction 

ARTIST Summer School Europe, 2011 Kim Larsen [27] 



Multiple Objective Scheduling 
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P2 P1 

P6 P3 P4 

P7 P5 

16,10 

2,3 

2,3 

6,6 10,16 

2,2 8,2 

4W 3W 

cost1’==4 cost2’==3 

cost1 

cost2 

Pareto Frontier 

The Pareto Frontier for  

Reachability in Multi Priced Timed Automata 

is computable  

[Larsen&Rasmussen: FoSSaCS05] 



Consuming & Harvesting Energy 

ARTIST Summer School Europe, 2011 Kim Larsen [29] 

Maximize throughput 
while respecting:  0 · E · MAX 



Energy Constrains 

ARTIST Summer School Europe, 2011 Kim Larsen [30] 

   Energy is not only consumed but may also be regained 
   The aim is to continously satisfy some energy constriants 



Results (early) 
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Bouyer, Fahrenberg, 
Larsen, Markey, Srba: 

FORMATS 2008 

Integer Point Abstraction Suffice 



Results (new) 

ARTIST Summer School Europe, 2011 Kim Larsen [32] 

Fahrenberg, 
Juhl, Larsen, Legay, Srba: 

ICTAC 2011 



”Experimental” Results 

ARTIST Summer School Europe, 2011 Kim Larsen [33] 

Warehouse 
iTunes 



”Experimental” Results 

ARTIST Summer School Europe, 2011 Kim Larsen [34] 



Schedulability Analysis 

?? 



Task Scheduling 
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T2 is running 
{ T4 , T1 , T3 } ready 
ordered according to some 
given priority: 
(e.g. Fixed Priority, Earliest Deadline,..) 

T1 

T2 

Tn 

Scheduler 

2 1 4 3 

ready 
done 

stop 
run 

P(i), [E(i), L(i)], .. : period or  
                          earliest/latest arrival or ..  for Ti 
C(i): execution time for Ti 
D(i): deadline for Ti 

utilization of CPU 



Classical Scheduling Theory 

ARTIST Summer School Europe, 2011 Kim Larsen [37] 

  Simple to perform 

–  Overly conservative 
–  Limited settings 
–  Single-processor 



Modeling Task 
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T1 

T2 

Tn 

Scheduler 

2 1 4 3 

ready 
done 

stop 
run 



Modeling Scheduler 
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T1 

T2 

Tn 

Scheduler 

2 1 4 3 

ready 
done 

stop 
run 



Modeling Queue 
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T1 

T2 

Tn 

Scheduler 

2 1 4 3 

ready 
done 

stop 
run 

In UPPAAL 4.0 
User Defined Function 

…… 



Schedulability = Safety Property 
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A :(Task0.Error or Task1.Error or …) 

:(Task0.Error or Task1.Error or …) 

May be extended with preemption 



Dealing with Resources 

ARTIST Summer School Europe, 2011 Kim Larsen [42] 



Preemption – Stopwatches! 

ARTIST Summer School Europe, 2011 Kim Larsen [43] 

Task 

Scheduler 

Defeating undecidability  



Multi-Processor 

ARTIST Summer School Europe, 2011 Kim Larsen [44] 



Handling realistic applications? 

ARTIST Summer School Europe, 2011 Kim Larsen [45] 

[Application from Marcus Schmitz, TU Linkoping] 

Smart phone: 

Jan Madsen  
Aske Brekling 

Michael R. Hansen/ DTU 



Timed Automata for a task 

46 ARTIST Summer School Europe, 2011 



Smart phone 

ARTIST Summer School Europe, 2011 Kim Larsen [47] 

  Tasks: 114 
  Deadlines: [0.02: 0.5] sec 
  Execution: [52 : 266.687] 

cycles 
  Platform: 

  6 processors, 25 MHz 
  1 bus 

  Verified in 1.5 hours! 



ESA Missions 

  Solar System, cold dust clouds and cores, star and galaxy 
formations, cataloging galaxies, gravitational lensing, cosmic 
microwave background, topology of the universe... 

  Terma: Develop software for Attitude and Orbit Control System 
Kim Larsen [48] ARTIST Summer School Europe, 2011 

Quasiomodo 



Herschel & Planck Satelites 

  Application software (ASW)  
  built and tested by Terma: 
  does attitude and orbit control, tele-

commanding, fault detection isolation and 
recovery. 

  Basic software (BSW)   
  low level communication and scheduling 

periodic events. 
  Real-time operating system (RTEMS) 

  Priority Ceiling for ASW,  
  Priority Inheritance for BSW 

  Hardware 
  single processor, a few communication 

buses, sensors and actuators. 

Kim Larsen [49] ARTIST Summer School Europe, 2011 

Requirements: 
Software tasks should be schedulable. 
CPU utilization should not exceed 50% load 



UPPAAL Model 

Kim Larsen [50] ARTIST Summer School Europe, 2011 



Modeling in UPPAAL 

ARTIST Summer School Europe, 2011 Kim Larsen [51] 

UPPAAL 4.1 Framework 
ISoLA 2010 



Gantt Chart 1. cycle 

Kim Larsen [52] ARTIST Summer School Europe, 2011 



Blocking & WCRT 

ARTIST Summer School Europe, 2011 Page 53 

Marius Micusionis 



Effort and Utilization 

ARTIST Summer School Europe, 2011 Page 54 

Marius Micusionis 



TERMA Case Conclusion 

ARTIST Summer School Europe, 2011 Kim Larsen [55] 



TERMA Case Follow-Up 

ARTIST Summer School Europe, 2011 Kim Larsen [56] 

% : 
difference  
In BCET and 
WCET 

limit:  
no of 250ms 
cycles 

6 Days 



WCET Analysis 
METAMOC: Modular Execution Time 

Analysis using MOdel Checking 

with 
Andreas Dalsgaard 

Mads Christian Olesen 
Martin Toft 

René Rydhof Hansen 



WCET: Worst Case Execution Time 

P
ro

ba
bi

lit
y 

Maximal  
observed 
execution 

time 

WCET 

Minimum 
execution 

time 
observed 

BCET 

Time 
Determine 
tight upper 
time bound 

instead 

In general:  
hard  

or impossible to 
predict 

Kim Larsen [58] ARTIST Summer School Europe, 2011 



METAMOC 

ARTIST Summer School Europe, 2011 Kim Larsen [59] 



Overview of METAMOC 

ARTIST Summer School Europe, 2011 Kim Larsen [60] 



Value analysis in METAMOC 

ARTIST Summer School Europe, 2011 Kim Larsen [61] 



Modeling in METAMOC 

ARTIST Summer School Europe, 2011 Kim Larsen [62] 



Modeling in UPPAAL 

ARTIST Summer School Europe, 2011 Kim Larsen [63] 



GUI for METAMOC 

ARTIST Summer School Europe, 2011 Kim Larsen [64] 



Status 

  Started out with ARM9 support 
  Five stage pipeline, instruction cache,  

            data caches, simple main memory 

  Now 
  .. support for ARM7, ARM9 and ATMEL AVR 8-bit 
  .. with modest effort 

ARTIST Summer School Europe, 2011 Kim Larsen [65] 



Experiments 

ARTIST Summer School Europe, 2011 Kim Larsen [66] 



Experiments / Future 

ARTIST Summer School Europe, 2011 Kim Larsen [67] 



TetaJ 

ARTIST Summer School Europe, 2011 Kim Larsen [68] 

Christian Frost 
Casper S Jensen 
Kasper S Luckow 



Evaluation of TetaJ 

ARTIST Summer School Europe, 2011 Kim Larsen [69] 

PERFORMANCE 

ACCURACY 



Conclusion 
  Schedulability Analysis  

  TIMES tool   
  [TACAS 2002] 

  Multitasking applications under 
OSEK   [RTS 2008] 

  CREOL Modular schedulability 
  [FSEN09]  

  SARTS  Java byte code on FPGA  
  [JTRES08] 

  Schedulability Analysis Using 
UPPAAL 4.1 
                 [Model-Based 
Design for ES, CRC Press 2010] 

  ARTS: MPSoC Schedulability  
                 [Model-Based 
Design for ES, CRC Press 2010] 

  Worst Case Execution Time 
Analysis 

  METAMOC [WCET10,NSF11] 
  Combining AI & MC for 

Timing Analysis of 
MultiCore  
   [Yi et al, RTSS10] 

  WCET analysis of Multicore 
using UPPAAL  
  [Petterson et al] 

ARTIST Summer School Europe, 2011 Kim Larsen [70] 

sarts.boegholm.dk 
metamoc.martintoft.dk 
tetaj.dk 



Performance Analysis 
using  

Statistical Model Checking 
Collaborators:  

Peter Bulychev,  Alexandre David 
 Axel Legay, Marius Mikucionis 

 Wang Zheng 
 Jonas van Vliet, Danny Poulsen 

 CAV 2011, PDMC 2011, 
 FORMATS 2011 



UPPAAL 

ARTIST	  Summer	  
School	  Europe,	  2011	  

72	  

A[] forall (i : id_t) forall (j : id_t) 
      Train(i).Cross && Train(j).Cross imply i == j  

Safety 

E<> Train(0).Cross and Train(1).Stop 
Reachability 

Train(0).Appr --> Train(0).Cross 
Liveness 

A<> ..   E[] ..  
sup: ..     inf: .. 

Limited quantitative analysis 

Performance properties 

State-space explosion 

Pr[ <> Time ≤ 500 and Train(0).Cross] ≥ 0.7 
Pr[Train(0).Appr -->Time ≤ 100 Train(0).Cross] ≥ 0.4 



UPPAAL SMC 

ARTIST	  Summer	  School	  Europe,	  2011	   73	  

Performance properties 

State-space explosion 

Pr[ <= 200](<> Train(5).Cross) 
Performance properties 

State-space explosion 

Pr[ <= 100](<> Train(0).Cross) >= 0.8 
Pr[ <= 100](<> Train(5).Cross) >= 
Pr[ <= 100](<> Train(1).Cross) 

Generate runs 



The Hammer Game 

Jan 
Wang 

Kim Larsen [74] ARTIST Summer School Europe, 2011 



Stochastic Semantics of TA 

ARTIST Summer School Europe, 2011 Kim Larsen [75] 

Uniform Distribution 
Exponential Distribution 

Input enabled 
Composition = 
Repeated races between components 



Stochastic Semantics of  
Timed Automata 

g1 

g2 

s 

Delay Density Function 
  ¹s: R! R 

Output Probability Function 
 °s: §o! [0,1] 

•   ¹s uniform on [ dmin,	  dmax	  ] 
•   °s  uniform over enabled outputs 

Kim Larsen [76] ARTIST Summer School Europe, 2011 



Pr[C<=6](<> T.T3) ? 

Pr[time<=2](<> T.T3) ? 

Stochastic Semantics of  
Timed Automata 

 Composition = Race between components 
for outputting  

Kim Larsen [77] ARTIST Summer School Europe, 2011 



Stochastic Semantics of  
Timed Automata 

Assumptions: 
 Component TAs are: 

•  Input enabled 
•  Deterministic 
•  Disjoint set of output actions  

¼ ( s , a1 a2 …. an ) :  
    the set of maximal runs from  s with a prefix 

  t1 a1 t2 a2 … tn ak	  
    for some t1,…,tn 2 R.  

Kim Larsen [78] ARTIST Summer School Europe, 2011 



Logical Properties 

Kim Larsen [79] ARTIST Summer School Europe, 2011 



SMC Algorithms in UPPAAL 

ARTIST Summer School Europe, 2011 Kim Larsen [80] 

runs # 

r 

Accept H0 

Accept H1 

0 
0 

0 
0 

0 
0 

0 

1 1 



Queries in UPPAAL SMC 

ARTIST	  Summer	  
School	  Europe,	  2011	  

81	  

Pr[ <= 200](<> Train(5).Cross) 

++precision 



Queries in UPPAAL SMC 

ARTIST	  Summer	  
School	  Europe,	  2011	  

82	  

Pr[ <= 100](<> Train(0).Cross) >= 0.8 

Pr[ <= 100](<> Train(0).Cross) >= 0.5 



Queries in UPPAAL SMC 

ARTIST	  Summer	  School	  Europe,	  2011	   83	  

Pr[ <= 100](<> Train(5).Cross) >= 
Pr[ <= 100](<> Train(1).Cross) 

∀T<=100 
Pr[<=T](<> Train(5).Cross) >= 
Pr[<=T](<> Train(1).Cross) 



Analysis Tool: Plot Composer 

ARTIST	  Summer	  School	  Europe,	  2011	   84	  



SMC in UPPAAL 

  Constant Slope Timed Automata 
  Clocks may have different (integer) slope in different 

locations. 
  Branching edges with discrete probabilities (weights). 
  Beyond Priced TA, Energy TA. Equal LHA in (non-

stochastic) expressive power. 
  Beyond DTMC, beyond CTMC (with multiple rewards) 

  All features of UPPAAL supported 
  User defined functions and types 
  Expressions in guards, invariants, clock-rates, delay-

rates (rationals), and weights. 
  New GUI for plot-composing and exporting. 

ARTIST	  Summer	  School	  Europe,	  2011	   85 



Case Studies 

86 

FIREWIRE BLUETOOTH 

LMAC 
ARTIST	  Summer	  School	  Europe,	  2011	  

DPA 



Benchmarking 
Duration Probabilistic Automata 

ARTIST	  Summer	  School	  Europe,	  2011	   87 



Lightweight Media Access Control 

  Problem domain: 
  communication 

scheduling 
  Targeted for:  

  self-configuring 
networks,  

  collision avoidance,  
  low power 

consumption 
  Application domain: 

  wireless sensor 
networks 

  Initialization (listen until a 
neighbor is heard) 

  Waiting (delay a random 
amount of time frames) 

  Discovery (wait for entire 
frame and note used slots) 

  Active  
  choose free slot,  
  use it to transmit, including 

info about detected collisions 
  listen on other slots 
  fallback to Discovery if 

collision is detected 
  Only neighbors can detect 

collision and tell the user-
node that its slot is used by 
others 

ARTIST Summer School Europe, 2011 Kim Larsen [88] 
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The image cannot be displayed. Your computer may not have enough memory to open the image, or the image may have been corrupted. Restart your computer, and then open the file again. If the red x still appears, you may have to delete the image and then insert it again.

adopted from A.Fehnker, L.v.Hoesel, A.Mader 

added 
power 

discovery 

random wait 

active usage 

initialization 

..used UPPAAL to explore 4- and 5-node 
topologies and found cases with 
perpetual collisions  
                (8.000 MC problems) 

Statistical MC offers an insight by 
calculating the probability over the 
number of collisions. 
      + estimated cost in terms of energy. 



SMC of LMAC with 4 Nodes 

  Wait distribution: 
  geometric 
  uniform 

  Network topology: 
  chain 
  ring 

  Collision probability 
  Collision count 
  Power consumption Pr[<=160] (<> col_count>0) 

Pr[collisions<=50000] (<> time>=1000) 

no collisions 

<12 collisions 

zero 

Pr[energy <= 50000] (<> time>=1000) 

ARTIST Summer School Europe, 2011 Kim Larsen [90] 



LMAC with Parameterized Topology  
         Distributed SMC 

[0.36; 0.39] 

topology collision 
probability 

[0.29; 0.36] 

[0.26; 0.30] 

[0.19; 0.21] 

topology collision 
probability 

[0.08; 0.19] 

[0.11; 0.13 ] 

[0.08; 0.15] 

[0.049;  0.050] 

Pr[time<=200] (<> col_count>0) 

Collision probability in a 4 node network:  sweep over all topologies. 
32 core cluster: - 8xIntel Core2 2.66GHz CPU 

(star) 

(ring) 

(chain) 

Kim Larsen [91] ARTIST Summer School Europe, 2011 
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10-Node Ring 
The first collision: 

happens before 1000tu Collision counts after 1000tu 

Collision counts after 2000tu: 
the numbers are doubled –  
perpetual collisions •  The first collisions can be as late as 920tu. 

•  It is very likely (>90%) that  
 there will be 0 collisions. 

•  But if they happen, they are perpetual. 

0 0

00
ARTIST Summer School Europe, 2011 



10-Node Chain 

ARTIST Summer School Europe, 2011 

0

The first collision: 
happens before 800tu Collision counts after 1000tu 

•  The first collisions can be as late as 800tu. 
•  It is very likely (>94%) that  

 there will be 0 collisions. 
•  But if they happen, some are perpetual. 

Collision counts after 2000tu: 
the numbers are doubled, 
there’s gap of zeros –  
collision count is diverging 

Kim Larsen [93] 



10-Node Star 

ARTIST Summer School Europe, 2011 Kim Larsen [94] 

The first collision: 
happens before 500tu 

Collision counts after 1000tu 

Collision counts after 2000tu: 
the numbers are doubled –  
perpetual collisions 

•  The first collisions happen before 500tu. 
•  It is unlikely (8.2%) that  

 there will be 0 collisions. 
•  And if they happen, they are perpetual. 

0 0 0

000
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10-Node Random Topologies 
          Distributed SMC 

Generated 10.000 random topologies 
                   (out of some 1014 topologies) 
Checked the property: 

 Pr[time<=2.000](<> col_count>42) 
 (perpetual collisions are likely) 

One instance on a laptop takes ~3,5min 
All 10.000 instances on 32-core cluster: 409,5min 
There were: 
6.091 with >0 probability (shown in histogram) 
3.909 instances with 0 probability (removed) 
The highest probability was 0,63 



www.uppaal.{org,com} 

ARTIST Summer School Europe, 2011 Kim Larsen [96] 



Quasimodo 

97 
ARTIST Summer School 

Europe, 2011 



Quasimodo 

98 
ARTIST Summer School 

Europe, 2011 

Quasimodo Industrial Handbook   To be published by Springer 



Thank You ! 
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Thanks for your 
attention! 

Please do not 
hesitate to contact 

me: 

kgl@cs.aau.dk 


