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Topics A
Things to talk about... %

Background

— Aegis Overview

— Capability Upgrade Evolution

— Modernization Concept/Approach

Aegis Open Architecture
— Evolution to COTS Technologies and Products
— Incremental/Spiral Development Approach

Aegis Modernization
— Overall Scope/Impact
— Product Line Architecture
— Integration of Common STM / TS Components

Summary
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Aegis — The Shield of the Fleet %/ﬁ’v

Design Cornerstones

» Continuous Availability

» Surveillance Coverage

* Reaction Time

* Firepower

* Environmental Resistance

ASCM-High Diver

Shoot the

- Land Launch ASCM

| Long Range Alr Defense
And BMD

Self Defense | Area Air Defense

Copyright © 2011 by Lockheed Martin Corporation



Aegis Combat Systems Architectureﬁ;
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Aegis Capability Overview %47

DDG 116 +
CG/DDG
AMOD =
DDG 113  NEW
CCG(EASOZD NEW  ACB
14/16/
NEW  ACB12 18

DDG 103 +
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DDG85 NEW Open C2
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V)
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Improved
BMD

2008 2012  2014-16
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12.Generations - and Qver.27:Years of;Proven SUCCESS
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Aegis Modernization Concept —F

. Decouple Hardware and Software Upgrades
Using COTS

— Software Upgrades Every Two Years
- Hardware Refresh Every Four Years

1. Build on Fielded Baselines

lll.  Integrate Navy Enterprise HW and SW
Solutions

V. Transition Aegis to Navy Objective
Architecture

Benefits of Aegis Modernization Concept
— More Capability to the Fleet Sooner
— Foster Collaboration and Competition
— Cost Savings from Commonality & Reuse
— Minimal Lifetime Spares . .
- Upgrades Backward Compatible : - i =

COTS & OpenArchitecture -

While'Maintaining ‘Engineering DBiscipline
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Aegis Open Architecture
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AWS Computer Architecture Evolution

B/l 4/5
DDG;51-78
CG 65-73

b/ 1/2/3
CG47-64

B/ 6 Ph /I
DDG;79-90
CGi66& 69

B/l 77 Phase I

DDG91-112

ACBOSE/T108:

CG52-58

ACBIZ/l12
CG 59+
DDG 51+

Fielding 1983 1990 1998 2005 2009 2012
COTS Selection 1994 1999 2006 2009
] I ‘un - = [t
i | ; 3 ' } | } |
J iz L2} k
Ll bad ' y \J/ \J,«
MIL Spec Design MIL Spec Design Mixed COTS and MIL Spec All COTS computers All COTS computers All COTS computers
Design (MCE) (MCE) (MCE, CPS)
UYK-7 UYK-43 UYK-43/44+ Mainstream Mainstream
Processors  jyK.oo UYK-44 ™| adjunctcoTs [™f>| COTS |=—> ""coTs COTS
CMS-2 Message-passing, Message-passing,
Software CMS-2 CMS-2 C++ Ada C++, Ada Component-based Component-based
’ C++, Java, Ada C++, Java, Ada
NTDS Parallel NTDS Parallel NTDS Parallel NTDS Parallel NTDS Parallel
Interfaces NTDS Parallel . NTDS Serial NTDS Serial NTDS Serial NTDS Serial
NTDS Serial FDDI / Ethernet FDDI**/ Ethernet Ethernet Ethernet
Displays UYH-4 iy UYQ-21/UYQ-70 UYQ-70 el CDS
P _ SHERZI (UG Q2AOYer © Thin Clients
System ) : All COTS Open Architecture Open Architecture
' it Baph T L SMP's Mainstream COTS COTS MMSP
Complexities Fast Ethernet Gig-Ethernet Product-Line

. J

*  Applicable to Baseline 5 Phase lll Only
** Eliminated in Baseline 7 Phase IR
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COTS Technology and Products %/ﬁ’v

Tech Insertion 00 2000 Tech Insertion 04 2004 Tech Insertion 08 2008

B7Phl B7PhIR ACB 08
DDG 91-102 DDG 103-112 CG 52-59
LCS/ NCS - Derivative
N 7
\/
Non-LM Hardware Non-LM Software
. - * Real Time Operating
Computing Platform System
* VME Single Board . i}
Computer Communpilcjgtits)ﬁg WIND RIVER .
* Network Switching « High Availability K> I LA
« SAN Storage Middleware GOAHEAD m
. i * Enterprise System |
Network File System R/Ianagement
fl * Thin Client LCD Display « Human-Systems
Hitti P - Analog Hardware/Devices Software _
lm!v!iw!& > By * Network I\/Ianagql_me?t MPVPIO
ools

I Smaller-Fooiprint.and Reduced Processor. Costs
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http://www.cisco.com/�
http://www.ibm.com/us/�
http://www.mc.com/�
http://www.ca.com/�
http://www.windriver.com/�
http://www.rti.com/index.html�

Incremental Development Ve
“Build a little ... test a lot” j

At-Sea Demo
DDG 96

@
o
@
o
<
®)

DDG 103-112
v

_ OA Display s
Spiral-2 .
WSMR Tech Insertion 08

/|
» Focused on _Radar, Weapons \ v I
. mol\ﬁf)l-Centrlc Development Spiral-3 " ACB 08
« Modern Languages (C/C++, I
Java) "
* Non-Proprietary Interfaces
- 2007 I\ 2008-2011 ),
' " v
Completed Modular " Fielding Modular Design
Designs foundation

I @pen Architecture FEoundation for,Baseline 9 Developments
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Wh ere Aegis Combat System %7
We are
Today

SQQ-89 SPQ-9B
UFCS SPS-67

Gun

TWCS

ASW Strike Surface

Technical Weapons/
Assessment | _Signa Radar Fire Control
Processing Control

Hardware

continuously’/Advancing the Aegis:Combat:System Eorward;
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Today’s Aegis Combat System }//7

Surface Warfighting Electronics Architecture

Detect/Control/Engage View System/Subsystem View
R

rrrrrrrrr

‘‘‘‘‘

l:l = Aegis Weapon System

v'Federated, Tiered Architecture spv-1Radar [Sio Pro Blcen Display [Weapons

Aegis Weapon System

v Efficient ACS Capability changes

Track Management Doctrine Air Control Weapons

‘/Wel I = Defl n e CO m p O n en tS an d A P I , S Senor Management Identification Links Display

Command & Control

I Supporis Operational/and Navy . Business Model ©Objectives
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Roadmap to Aegis Modernization (AMOD)%

R __ AMéb-Advanced Capabi

- NIF C 9,&#““ - ~ (DDG configuration)
- g T S Tech Insertion (TI) 12 Aegis BN
ACS Element Upgrades NIFC-CA

Increased Battlespace and gﬂ“"ﬁ”ignmem MM
Multi-Mission Interoperability )

AMOD Advanced Capability Build 12 =
(CG configuration) |
TI12 NIFC-CA f--'
ACS Element Upgrades '

JTM Alignment

SM-6 AMOD ACBlZ (7712)

Aegis BMD 4.0.1 ACBOS
Improved Discrimination OA Spiral 3 .
Improved Track Handover ACS Element Upgrades
Enhanced LoT T108

Integrated IR/RF KA

SM-3BIk IA and IB CG MOD ACBO8 (T/08)

Aegis BMD Block 06/08
. B/L 7 Phase IR
, Aegis BMD 3.6 OA Display Improvements
BDEIGE LRS&T, Engagement and LoT CIWS Block 1B Fratricide Avoidance
B oo Multi-Mission _ CEC 2.1 (Mode 5)
Integrated Mission Planning COTS Refresh 1
e SM-3 BIk | and 1A
/L 7 Phase |
COTS architecture " (CRO/CR.1

_Aegis BMD Block 04




AMOD Technical Scope %/ﬁr

Sea-Based Ballistic Missile Defense
e

BMD 4.0.1
Functionality
and SM-3

Aegis Weapon System
COTS Refres h 3 ¥ ) 5 ey o i . . ] " NAVAL INTEGRATED FIRE I:CIN'IRIIIJL - COUNTER AIR

ov-1

Aegis Combat
System Upgrades
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Way Ahead ... Baseline 9

Focus: SPY,

Weapons, and

Display Steering and
Priming

S

Spiral-2

Spiral-3 |

USS Bunker Hill

CG-52

 Fielding Modular Software

» Open Standards

 Collaborative Peer Review Environment
* Full Government Purpose Data Rights

» Leveraging small business innovation

» Established Two Technology Centers

Modular Design Foundation

:Technology
| Collaboration Center

Integrate
3 Party

Operating System

Hardware

Applying S&T Investments
Capability Based Plan — Baseline 9 Aligned

@ @ @ @ @
Baseline 9 Baseline 9
ACB 8.1
A/C B/DIE..
| MM Signal Processor |
e Capability * BMD Merger * SBT
Improvements .+ NJFC-CA « NIFC-CA
« JTM/ATAC Update

e Vt' bt [P % —

2014-2016

2010
Field Capability Through Modernization
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Implementing Open Architecture %//7

Layered Architecture Foundation

Infrastructure:

* Common Services
and APIs

« Flexibility to

Support Forward-Fit

and Back-Fit

Common
Computing
Environment:

e Standards-based
Interfaces to
network

e Commercial
Mainstream
Products and
Technologies

<

Track
Mgmt Command

Sensor Weapon  Vehicle
Control Mgmt

Mgmt Control
Display

Infrastructure Services

Middleware

Operating System

Hardware

Componentized
Objective Architecture:

« Common Reusable
Components

» Platform Specific Components
» Data Model
» Extensible to the Future

Decouple
Hardware (H/W)
from Software (S/W)

\ Upgrading Hardware and Soifiware Independently

Copyright © 2011 by Lockheed Martin Corporation



Top Level Objective Architecture
“Component View...”

E xternal Communications Display L —— Vehicle Control

. ; Platform Platform .
Domain Domain Specific Specific Domain Vehicles
GUls Display Apps Fived Wing
MH-60R

Launch/ Small Boats
TDL Interfac Common Core Vehicld Vehicle Recovery uav

. Vehicle |
Domain) | -0 o ginath( Senser Module uuv
L .
= I Managgr Coordinal usv

Link 16

Link22

Common Common 1
Display T

GUIs . Vehicle MH-60R

Comms Apps Vehiclg Weapon || Controller

Domain Coordinater
Manager

TACSIT GUl Remote Operator
SATCOM Eraarmal Display Display Display Task Weapon Mgmt

SIPRNET Router Services Services Controller Manager =
Comms Domain 1AMD Missil
MNPRNET Interface Coordinafor P Coordinato | | E;‘:: :"e

Display Video Collaboration
JIT/IBS Renderer Services Manager

Weapon
Domain
SPY-1 * Manager

DBR i

|
Weapon
Sensqr Mgmt Sensor CombgtControI Engagemen] || contalle
Domain Domain Domain Scheduler MK 160 AGS
Manager MK 160 GFCS

Coordinato

AMDR
SPQ-9B
SPS-49A
SPS-48E
SPS-67
SPs-73 . s
5PS-74 223:5.““9 SupportDomain | Logistics
uPx-29 Coordinato Services

0 Al . ]
Below Wateh Multi- Comh.m Tactical Tactical Readiness] Data

Source o Action Mission i
p Sensor Integrator Identificatio Manager Planners Reduction
. @ [
Sensor Coordinato anag

Controller

. j . Decision Ship ii
Link D‘“f‘ Geo_(lel.lc,_ Support Resource] Tral'mpg
Manager Registration Services Manager Domain

i r—— Combat MHE0R
Towed Sonar fi ii 1 1 nowledg System imuls
Hult Sonar Nalﬂg'at'on MH60R \ CC Support Manager Trainer Simulator
Domain Radar/IFF Compositd
Movement adar

Coordinaton Tracker || Tracker Training ASW
Dev Env Trainer [—
Bridge i

Interface T Weapon

Controller Infrastructure o ° EW L) Simulator

GPS Domain Coml)onent| Network| Vgt N mterior — Trainer .
Lr;reﬂia-l'g/ GY:'“L Framework Security| Commg ghip | Ext. Comn

fater Speedl og ) C | pos Data Data - ontro Simulator
Depth Sounder ggéigge Resourc Ef:‘_c:&s-ll—ci' :l Mediati Extraction Trainer
Magnefic Compass Mar ¢ Serviced | Recording
METOC Sensors - Computer Nav Systef
NS Computin Distributpd Messagipy Data C.S Security/ Performande Based Simulator]

Environmdnp  Objects Servic: Mgmt Info Assur,| Analyzer Training

Cabinets | | Processors | | Storage
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Joint Track Management Alignment %”7

Overview

Align AMOD and SSDS Track Management to a Common
Architecture

— Provide Consistent Functional Allocation, Data Representation and Attributes
— Incorporate Reusable System Track Manager and Track Server Components

Provides Hierarchical Track File (System Level — Source Level)

Provides Standard Interfaces
— Track Server Standard Access Interface for Client Applications

— Track Manager Integrates Track Data Sources via Common Interface;
Extensible for New Track Data Sources

Provides Two Complete Versions of Live Training Tracks:
— Allows Training Override of Multiple Attributes
— Training Tracks Can be Physically Relocated From Live Location

Provides Dual Ownship — Tactical and Training:
— Allows Training View to be Repositioned with No Impact to Tactical View

Aligning the Architecture for Future:
Common Componenis Across Ship Classes
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JTM Alignment

Integration of Common STM and TS Components...

SI/DA Scope

e Implement Common Track Server
*Replace Existing PDM Component
eImplement configurable track server — support multiple track sources
*Standardize services and APIs
Integrate PDM, DDG-1000 and SSDS track server design concepts

E)étne]g;gl Communication Display Domain *Ensure resulting component will work for both AMOD and SSDS
SATCOM Dataistatus|disply » Consolidate System Track Manager
égz sImplement JTM hierarchical design approach
*Consolidate STM and MNF
eImprove track file and data xfer (e.g., capacity, types, attributes, ...)
Display /
MGR [
Link Management
Lan < > c2pP/ Track Management Domain C2 Domain
L11 -
Lie »| CDLMS o I?'
octrine
Registration/gridlock Track RisTribution Identification Mgr ICF
oos «—| DDS —O—] Process
Data
SGS/AC Mgr E
ID DA Doctrine
Sensor Management Domain N I Assign N | Mgr DMF/
d N DCF
SPY  |Raa & I Syst
Composite Tracking ulti-source ystem
OA s SPY ; Track J
Mgr SGS/& tegration rac| GCCS-M
SPF
SPQ-9B = HSR
Mgr System
= QI Link Track
SPs-67 SSR Mar Manager Weapons
Mgr LIF FTM Management
cws ————v IRl = Domain
CEP M Manual/
= CEF lacK MNF/
e —<>I Maint.
MTF
UPX-29 w L e
Mgt IAF Engage WCs
EMF Mgr OA
Acoustic Acoustic
Sonar T Mgr ASE BMD Gun
Tracker Track
| LAMPS - e L Mor GWSs
Helo Mgr e B :
| EW : Harpoon
> Mgr Interface [
SLQ-32 > ' ; o o ' HWS
rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr ‘ il i ‘ e Mgr
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Component Framework Services —F

Availability System
Management Management  GA SelfReliant

Subcomponent (OASM)

Management

Navigation

C2 Libraries

Operational
Modes

Data Operating
Recording System

Hardware

r, Future |

:
[ 1! Common -~~~

Logging

Q)
o
3
°
o
=]
()
S
T —+
-

P/S Messaging RTI DDS

Time Time

Key
Component B common components B cors
Framework . Component Framework Services
SerViceS . Aegis C2/System Services
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Common STM and TS Components

Task Allocation...

LM Tasks:
- Update AMOD System Specs
(A-level, B1, B5)
- Provide Legacy Aegis
Requirements (e.g., STM, PDM,
MNF) to SI/DA

- Validate Aegis Requirements
Covered by Enterprise SRS’s

- Remove STM/TS Functionality
from Existing Components

- Modify C&D Sensor Managers
IAW Functional Allocation
(Design, Code, and Test)

- Modify Aegis Track Server
Clients (Design, Code and Test)

- Design, Code and Test Aegis-
Specific Component Framework

- Integrate STM/TS into AMOD
- Provide TOR/CPCRs
- Verify System Performance

Legend

] New/Modified AWS
|:| New Common

AMOD System

AWS
Track
Clients

Cc&D Common
Sensor STM/TS

Magrs

Common API

Aegis-Specific
Component
Framework

API

AMOD Infrastructure Services

TI12 Middleware / OS / Hardware

LM and Third party Joint Tasks:

Establish linked classified development environment

SI/DA Tasks:

- Develop Enterprise SRSs for STM
and TS from Aegis and SSDS
- Develop UML Models

- Auto-generate IDD and Interface
Code from UML Models

- Design, Code and Test STM and
TS Components

- Provide Interim and Final STM/TS
Components to LM

- Implement CM and Change Control
of STM/TS

- Implement CPCR Fixes to STM/TS
Components

- Support Integration of STM/TS into
AMOD

- Support SQT of STM and TS

Establish and Track Progress and Dependencies via Joint IMS

Participate in Navy-led Data Model and Component Framework Working Groups
Support Functional Allocation
Support Definition of Data Model, TS APIs, and Common Service APIs
Support Definition of Enterprise-level Processes and Artifacts

- Support Enterprise ETRs and Enterprise SSR

- Support Enterprise CCB and Prioritization/Adjudication of TORs/CPCRs

Allocation and Governance \Was Essential
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Objective Architecture

Roles and Responsibllities...

» Architecture Precepts / Patterns

o * Component Responsibilities / Interfaces SSDS
> ADD * Functional Allocation -
© ' « System Use Cases / Threads Aegis
2 l « Common Data Groups _
8 ! Analyze/Define
Product Line Development ! System
1
l" """""""""""" 72 B ": Perform System
! 1 Modeling
V b ) R : « Allocate Requirements
| *Peer Review rack Data i and Performance
ETR *Comment S —- Budgets
Adjudications Component » Develop System Specs
SRS » Flow down Regmts to
Message Software Components
) CcM | *Cross-Program | pefinitions
= Change Control
o
= Integrate
)
7 *Cross-Program TS Components
Govern — .
Q Review Boards APIs
o *Decisions Develop e Support Developer
Components Peer Reviews
Infra SVCs ¢ Integrate into System
Templates || . 9 y
Lp/‘ ?E)yrlr?]:tnd Q> Configuration
Vehicle
Control DM Verify
System
Sensor » Support T&E
Mgmt DM through Sell-off
Government- P Component Je CSEA
Controlled Developer >
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AMOD C&D Component Architecture

Message Processing...

Source/Comms System Track Display Engagement
Management Management Management Management
MTF : DIF HIF H HWS
DIP j
JTT JTF EMF GWS
) EFF wcs
PY
S . ‘ BMF C2
SPE Services ASW
) Planning
GWS GTF Each
. : node TS ‘
(WCS)
DDF :
SPQ-9B
2o onty QBF ICF
CLM DXR :
SPS-67 [ =~ RCF DCF
(DDG Only)
CEP €—p _— CEF |PC MSF :\SII;)G Only)
cep «—>|5|
SGS/AC 4+—»{° LIF CSM o
Identification
IFF <—» M |AF NVF IDA
ATAC
<
) ) Resource
ASW ASF Common Messages Across Ship Classes Management

One IWS Track Data Model: ~130 Messages

NAVSSI
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What We Learned %47

Process  Documentation

* Design/Integration Tools
« Software Development

* Test Environment

Technical Programmatic
* Architecture * Dependencies
e Functional * Risks
* Performance e Earned Value

Llessons LLearned /Address Multiple:Perspectives
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Aegis Open Architecture

/1
7
Summary MV

1994 2000 2006 2012-2016

COTS
Infrastructure

DDG-91+

e Separation of

Application/

Infrastructure
« Commercial Standards Component-Based
« Commodity Products Software

« Component-Based

Designs
» Layered Architecture .
. Business/
» Configurable Test
Environments Common

Components

* Objective Architecture

1
1
1
1
1
1
1
1
1
* Open Business Practices :
i Increased
1
1
1
1
1
1
1
1
1
1
1

i

° i g !
B S mis | Capabiies |
« AAW/BMD !

e Increase Number of e JTM !
Players/ Opportunities * SM-6 !

* NIFC-CA !

« SBT -
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Glossary

Acronym Description Acronym Description
ACB08 Advanced Capability Baseline 2008 LAN Local Area Network
ACB12 Advanced Capability Baseline 2012 LM Lockheed Martin
ACS Aegis Combat System LOT Launch on TADIL
ADD Architecture Definition Document MMSP Multi-Mission Signal Processor
Aegis (not an acronym) Greek Shield of Zeus MS MicroSoft
ALIS Aegis LAN Interconnect System NIFC-CA Naval Integrated Fire Control - Counter Air
AMOD Aegis MODernization OA Open Architecture
API Application Programming Interface OAET Open Architecture Enterprise Team
ASCM Anti-Ship Cruise Missile OASM Open Architecture System Management
ASROC Anti-Submarine ROCket P/S Publish/Subscribe
BL Baseline PIDS Prime Item Development Specification
BMD Ballistic Missile Defense PIM Platform Independent Model
c2 Command and Control PSEA Platform System Engineering Agent
CCB Configuration Control Board PSM Platform Specific Model
CEC Cooperative Engagement Capability Pub/Sub Publish/Subscribe
CcG Guided Missile Cruisers RF Radio Frequency
CIWS Close In Weapon System SAD System Architecture Document
cM Configuration Management SAN Storage Area Network
CoTS Commercial Off-the-Shelf SBT Sea-Based Terminal
CPCR Computer Program Change Request SI/DA System Integrator / Design Agent
CR COTS Refresh SM Standard Missile
CSEA Combat System Engineering Agent SMP Symmetric MultiProcessor
CVN Carrier Vessel Nuclear sQT System Qualification Test
DDG Guided Missile Destroyer SRS System Requirements Specification
DDS Data Distribution Service SSDD System/Segment Design Document
DM Data Model SSDS Ship Self Defense System
DOORS Dynamic Object-Oriented Requirements System SSR Software Specification Review
ESSM Evolved Sea Sparrow Missile STM System Track Manager
ETR Engineering Technical Review SVvC Service
GCC GNU Compiler SW Software
GFE Government Furnished Equipment SysML Systems Modeling Language
HM&E Hull, Mechanical and Electrical T&E Test and Evaluation
HW Hardware TADIL TActical Digital Information Link
1AW In Accordance With TI Technology Insertion
IDD Interface Definition Document TLAM Tomahawk Land-Attack Missile
IDS Interface Design Specification TOR Test Observation Report
IMS Integrated Master Schedule TS Track Server
Input/Output/Process uML Unified Modeling Language
Infrared VLA Vertical Launch ASROC
Joint Track Management VLS Vertical Launch System
Kill Assessment XML eXtensible Markup Language
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Application of Java In
AEGIS Weapons Control
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Purpose ;?7

M Overview of the use of Java in Aegis Weapons Control Open
Architecture (WCOA)

— Language Selection
— Early Analysis
M Java Virtual Machine assessment
— Overview
— Latest Performance Results
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Why Java? ;?7

B Faced with a language selection in 2004
— Development team not trained in C++ or Java
—Very aggressive schedule

m Completely re-architect complex ~200 KSLOC shared memory
based weapon control program from the top down

m Complete AAW capability in 36 months.
B Perceived benefits based on initial language assessment (2004)
—Increased productivity
—Language features
— Reduced defects
—Tools
— Libraries
B But would Java support performance requirements?
— Initial Assessment performed in 2004

Copyright © 2011 by Lockheed Martin Corporation



Early Results (2004)

B VM Run at RT Priority
B Periodic offset by ~10ms

— Default Sun timer resolution is 10ms

— Can be set to hi-res — but not used for this measurement
B The one outlier (~7ms) is the first 15t measurement

—timer resolution?

Sun 8 250ms 80%CPU Load
80
Max (ms): 260.214 e
70 i . ®
Min (ms): 253.306 i
60 L Avg (ms): 259.7804
Std Dev (ms): 0.326611
50 L Count 10000
IS
3 40
@)
30
20
10
O ’ T T T
252 254 256 258 260 262
Time (ms)
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Comparison to C++ 4

Periodic Test — CPU Load, 100,000 Periods %
UltraSPARC lli 440 MHz Solaris 8, RT Priority

100000

10000
——Charts on same 2ms scale

1000 4

160 -

Count

10

0 t } t t } } } }
29000 25200 25400 28800 29500 30000 30200 30400 Z0e00 30800 31000

Felay Time {psec) Sun 8 250ms 80%CPU Load

Behavior Consistent 0
With Previous C/C++ o
Based Measurements
for Sun ®

0 * T T 1
259000 259500 260000 260500 261000

Time (us)
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Initial Assessment ;?7

Bl Results indicated JVM performance was generally coupled with
underlying OS

— Mainstream JVM on RTOS could exhibit some real time behavior
— Still issues and watch items
m Garbage Collection
m JVM Control (other JVM threads)
m Threading (priority inheritance)
Bl Decision was made to proceed with Java
— Early Data analysis indicated no major obstacles
— The state of the market

m Interest among mainstream vendors (BEA, Sun, IBM) for higher
performance/deterministic JVMs

m RT Java support from small vendors (Aicas, Aonix)
m The emergence of RTSJ

Copyright © 2011 by Lockheed Martin Corporation



WCOA JVM Technical Requirements ;?7

B Required
— Ability to map Java thread priorities to underlying OS priorities

— Ability to set Real-time scheduling policy (SCHED_ FIFO,
SCHED_RR)

— Control over VM threads (e.g. priority, enable/disable)
m Garbage collection, optimization
— Deterministic behavior
m Priority inheritance for synchronization
m Deterministic GC
mLow Jitter
— Different Compilation options/control
m Ahead-of-Time compilation
mJust-in-Time compilation

B Desirable
— Support for Real-Time Specification For Java (RTSJ)
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Performance Data ;%

B Collected data for several JVMs

B Examined Behavior of GC
—50ms periodic thread under load (~50%)
— CPU load produced by creation and collection of objects
— Examined instances where periodic ran long

m Overruns typically caused by GC or another JVM thread such
as optimization thread

M Jitter

— Examine the deterministic behavior of an application over along
period of time (100,000+ data points)

—Ran 20ms periodic thread under load (~50%)

— CPU load produced by creation and collection of objects
M Tactical Testing

— Examined critical timelines running WCOA tactical code
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Non-Deterministic Garbage Collection

.+ NightTrace: blade0208 kernel (Unsaved) :0 N =S
BN b Sach Sy Geh Bt Edr Zoom Mew Help
H Waé £ 25| 9F| &F=21 1 43+ x| & o & &R

X

16 Around the 792BElst trace event you selected 2 trace eventsz
17 Around the 732816th trace ewvent you selected 3 trace events
13 Around the 732816th trace ewvent you selected 3 trace events
19 Around the 79281E6th trace event you selected 2 trace eventsz

50ms Periodic

- LT =l

| Trace Events from
Periodic thread

. - [blade0205 CPU O |-
o [Limer

E E zched_yield
- 24951
© | SCHEDCHANGE

- - [bladen208 CPU 1 |-
- - [reschedule

= , NI
-+ |read file | [ |'| [ |
- [idle | ||||||||||||||| ||| | ||| ||| ||||

- - |SEHEDCHANGE

»

I I || I _
L/r+i,ls" 4,2= 4,3z 4,4z 4,5s 4,6= ‘
L1 I || I Nﬁ' Lol ||| I ||| I ||| i E

kernelBuent | - - o T T T

Interrupt
Syzcall

I~ —_

Kernel Trace

LT ¥ | —

Start Tirme | 4.035216287s
Start Byt | 745074

Tirre Lengfh | ©.663333651s
Evert Court; | 30336

End Tire | 4. 704603978
B Bvert:; | 535463

CLmert Time | 4. 7029466605

1|
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Non-Deterministic Garbage Collection (continued)

L-_.____*'fj: NightTrace: blade0208 kernel (Unsaved) -0 - |I:I|£|
-EageSea:dﬂammyﬁaﬁEumEdIZmMaM Help
H| Waé £ 2|9 & =21 1 4@+ x| B @ oo & QR
24 Around the 732303rd trace event you selected 2 trace ewvents =
20 Around the 792972nd trace event you selected 2 trace eventsz
26 Around the 733104th trace event you selected 3 trace ewvents
a7 of fzet=733178 id=IR0_ENTREY pid=24925 thr=24925 cpu=0 time=4,33559 CIR0=512): argl=0:x200 arg2=0xl arg3=0x200 :?
. —— .
. AR £

- - [bladed208 CPU O |- -

- [blade0208 CPU 1 |-

: E local _timer

: timEr" (NIRRT RIN NI A AN TR IIIII‘IIIIIIIIIIIIII | 1 WINENI NIl IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIiIIII
E E fute:x

- 24929 | | "

. [IRO_EXIT || (RN RTRIREMRVATY R

yam

Periodic

5 f?ZTDﬂEEP thread runs ||
RS after GC |
. - |SCHEDCHANGE RN AR AR RE R AN ARARIRANIN NN
Interrupt |4+293 | | |4+323 | | |4+353 | :
Syzcall kernel Event _ __y | _ _!_ : | | — !__ — | : -
-l .I -
-I_
Sart Tirre | 4.284886949s Tirre Lenggh | £.084866351s End Tirre | #.369753301s CLmert Time | #.367533648s
Sart Buert; | 788157 Bvert Court; | 5157 Erd Bvert; | 794243 | |
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Deterministic Garbage Collection

.+ NightTrace: session_0.page_0 :0 10| x|
BN B Scercn Qrmmy Geph Buert Edt Zoom Mew Helpl
H| Wé 2 5| F=21 01 4@+ %@ 1 & QR
1 time from mark = 0,050021255s No Overrun d
Periodics J
50ms Periodic i
A

- - [pladenzog CPU O

- local _timer

o c rt_zigtimedwait

- idle

- - |SCHEDCHANGE

- - [bladetzo CPU 1

: E local _timer

A\

futex I (I |

- 10305 B (1

-+ |IRO_EXIT I | | | |
Interrupt |4.5S | | |4+BS | |5,13 i
Suscall  |KerrelEvent ' S ' — ' S m— —Je

I~

Lr LY = T—

Sat Time | 4.427110273s
Sart B | 1117661

Tirre Lengtty | 9.7767178425
Buvert Court; | 2685432

B Tirre | 5.203828115s
End Byert | 1403112

CLrert: Tire: | 5. 200030825

1|
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Deterministic Garbage Collection (continued)

L-,_ﬁ: MightTrace: session_0.page_0:0

B8 eap sach ammmy Ggh Bwert Edt Zoom Mew

=10l x|
Beip

H Wé £ 5| X & =21 1 4@+ x| B B[ & Q&R

13 of feet=1192784 id=PROCESS pid=10303 thr=10303 cpu=0 time=4,6673E2227 Wake process 10363: argl=E argzZ=10363 arg3=1 A
1< urT UL—J.J.Jél'aH' jRL E Y | Y i P ) Fid=1rrakta LTIr —=Lu okt L= le:—‘l'+DDf-:|D¢£¢|' w\tﬂ | LS. = AbLana, dridli-o darido—=1tana dar'da—=1
15 offzet=1192783 id=¢ pid=pvm_10233 thr=Benchmark cpu=7? time=4,667375285
1R of feet=1192783 id=2 pid=puvn_10293 thr=Benchmark cpu=?? time=4,EBE7370280 :#
\ .
) N
Signal to Wake Periodic Thread ;
. " [blade0208 CPU 0 2 \
e local _timer
o Fage-Fault
- fute:x
-+ 10363
- |SYSCALL_EXIT ;
- - [bladet208 CPU 1 > - [ 5
. - [local _timer / Periodic thread pre- :
- - |Page-Fault empts GC and runs on |
- [pause GC Thread time !
-+ |IRI_EXIT E
Interrupt | Exception ... |4.BE733= 4,6E734ds 4,BE730s 4,B6736= 4,BE737= 4+Eé?383
Syscal | [y o * IR N A A N B A A I B R AN B R NI A B A A L b1
I 1 -
-l_
Sat Time | 4.667323921s Tirre Lenght | £.00005506Ls End Tirre: | #.6673843825 Clyrert Tirme | 4.667382280s
Start Bvery; | 1192758 Evert Court; | 33 Erdl Bvert; | 1192730 | |
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Product ‘A’ JVM Jitter Data

0.18

Product A Jitter (20ms 50%CPU)

0.16

0.14

0.12

0.1

Time (s)

0.08

0.06 %%

Average (ms)

5000 10000 15000 20000 25000 30000 35000
Stdev (ms) Max (ms) Min (ms)
28.446 18.150 169.189 20.142
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Product ‘B’ JVM Jitter Data

Product B Jitter (20ms Periodic 55%CPU)

0.021
0.0208 *
* ¢ o
* * S *
*
o * o0
0.0206 .o ©“ - * o *
* Ps * *
”, * .
@ 0.0204 > * & * * &
(o)
£
— 0.0202

0.02
0.0198
0.0196 \ ‘ T T T ‘
0 5000 10000 15000 20000 25000 30000
Average (ms) Stdev (ms) Max (ms) Min (ms)

19.997 0.056 20.935 19.775

Max:Deviation' < Ims: Supports WEOA RequUIrEMENts
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Testing in Tactical Environment ﬁ'

B Performed significant testing using three JVMs using WCOA tactical
programs

— Allowed study of different JVM features in a realistic environment
m Analyzed Impact of JVM threads/features to critical timelines

e JIT adversely impacted certain critical timelines running
under two of the JVMs (one RT and one non-RT)

o AOT or JIT at initialization solved problem for the RT
JVM

o JIT at init slows application initialization significantly

e One JVM’s Optimization thread interfered with application
health-checking — causing application to be terminated

o Disabling optimization resolved problem
m GC tuning essential even for Deterministic GC.
e Poorly tuned RT JVM runs as poorly as NRT counterparts
® Prevent out of memory conditions paramount

Java Performance Verified In lactical lesting
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What about benefits of using Java? ﬁ'

B Did we get the benefits we were hoping for?
— Ada programmers adapted quickly to Java
mTools like Eclipse helped transition
— Developed ~150 KSLOCs in 18 months

m Portability of Java allowed desktop testing & verification on
Windows Platform

e Verified 3500 Requirements in 5 months
®89% 1St time pass rate
B Java Performance
—Java can support soft real-time, mission critical applications
— Meets WCOA Performance Requirements
M Looking forward

— Keeping an eye on safety critical Java work and it’s implications for
a mission critical profile

m Development must keep in mind value proposition for users

Team Realizing Huge Benefits by Switching te Java

Copyright © 2011 by Lockheed Martin Corporation



	The Modernization of the Aegis Fleet with Open Architecture
	Topics�Things to talk about…
	Slide Number 3
	Aegis Combat Systems Architecture
	Slide Number 5
	Aegis Modernization Concept
	Slide Number 7
	AWS Computer Architecture Evolution�
	COTS Technology and Products
	Incremental Development�“Build a little ... test a lot”
	Where �We are �Today
	Today’s Aegis Combat System�Surface Warfighting Electronics Architecture
	Slide Number 13
	Roadmap to Aegis Modernization (AMOD)
	AMOD Technical Scope
	Way Ahead … Baseline 9
	Implementing Open Architecture �Layered Architecture Foundation
	Top Level Objective Architecture�“Component View…”
	Joint Track Management Alignment�Overview
	JTM Alignment�Integration of Common STM and TS Components…
	Component Framework Services
	Common STM and TS Components�Task Allocation…
	Objective Architecture�Roles and Responsibilities…
	AMOD C&D Component Architecture�Message Processing…
	What We Learned 
	Aegis Open Architecture�Summary
	Slide Number 27
	Glossary
	Application of Java In AEGIS Weapons Control
	Purpose
	Why Java?
	Early Results (2004)
	Comparison to C++
	Initial Assessment
	WCOA JVM Technical Requirements 
	Performance Data
	Non-Deterministic Garbage Collection
	Non-Deterministic Garbage Collection (Continued)
	Deterministic Garbage Collection
	Deterministic Garbage Collection (Continued)
	Product ‘A’ JVM Jitter Data
	Product ‘B’ JVM Jitter Data
	Testing in Tactical Environment
	What about benefits of using Java?

