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Policy Objective (abstract)

Embedded systems are required to satisfy requirements on predictability of timing, memory, processing power, power consumption, etc. They also have increasing demands on (average) performance. The objective of this activity is to develop technology and design techniques for achieving predictability of systems built on modern platforms, and to investigate the trade-offs between performance and predictability. This work will need to be carried out in a synergistic manner, involving all levels of abstraction in embedded systems design, spanning from high-level requirements to detailed implementation details on specific platforms.
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1. Overview of the Transversal Activity (2008-2011)

1.1 High-Level Objectives

Embedded systems in many application domains are required to satisfy strict requirements on timing, while respecting limited supply of resources in terms of memory, processing power, power consumption, etc. All systems also have increasing demands on (average) performance, which has motivated the introduction of efficiency-increasing features which drastically increase variability and decrease predictability and analyzability. Since the introduction of new architectural features is inevitable, it is important

· to develop technology and design techniques for achieving predictability of systems built on modern platforms, and

· to investigate the trade-offs between performance and predictability.

This work was carried out in a synergistic manner, involving all levels of abstraction in embedded systems design, spanning from high-level requirements to detailed implementation details on specific platforms, and is therefore the subject of a transversal activity involving all clusters of the NoE.

-- Changes wrt Y3 deliverable --

No changes with respect to Year 3

1.2 Industrial Sectors

Predictability is an important system requirement in all sectors of embedded systems, whose operation should not fail for different reasons. An obvious sector is that of safety-critical systems, which arise in transportation, power automation, medical systems, and related areas. The market for safety-critical embedded systems is large and steadily increasing. According to a study by the international ARC Advisory Group with headquarters based in Dedham, Massachusetts, the safety systems and critical control system market, which was around $650 million in 2003, was expected to grow at an average annual rate of over 7 percent per year to over $900 million in 2008. ARC's Safety and Critical Control System Worldwide Outlook Market Analysis and Forecast Through 2008 predicted a healthy growth of the safety system market for process industries over a period of five years.

The industry developing safety-critical embedded systems is severely suffering from design practices leading to unpredictable system behaviour. The determination of guarantees for non-functional requirements is postponed to a late design stage, and then often fails because of design decisions taken earlier. Establishing a methodology reconciling predictability and efficiency will have a very strong impact on systems-design and implementation practice in industry. 

Predictability is important also in other sectors, where systems failure may lead to economic consequences, as in consumer electronics, telecom, etc.

-- Changes wrt Y3 deliverable --

No changes with respect to Year 3

1.3 Main Research Trends 

Predictability can be regarded as an effect of choosing suitable hardware and software architectures (in a wide sense) that lead to systems whose worst-case behaviour is easy to predict, and of utilizing analysis techniques that are able to provide these guarantees for the chosen system architecture. Important architectural considerations occur on many levels in a system hierarchy. As a general rule, static allocation of resources leads to predictable systems, whereas dynamic allocation makes predictability difficult. Challenges addressed by this activity appear at all levels of abstraction in the design process

· Modeling and Validation of systems and of components: Principles and structures for system and component modeling that are conducive to achieving predictability are being investigated. A natual approach is to enable a priori predictability analysis and to support mappings to platform architectures that preserve predictability. Investigations of how modeling and analysis techniques extend to non-traditional system structures, including parallel, distributed and networked architectures, for which predictability is more difficult to achieve is currently a very active research area. A more fundamental research direction is to develop precise definitions and characterizations of central concepts, including predictability and robustness. Another overarching research theme is to explore trade-offs between predictability, resource consumption, and performance.  

· Compiler Techniques and Program Analysis: Timing analysis, i.e., predicting the worst-case execution time (WCET) of a piece of code, is a hard problem, but significant breakthroughs have been obtained in recent years for many types of processors. Commercial tools, all from Europe, are available. Research in timing analysis is closely dependent on research on system-design concepts that increase predictability. The issues stretch from the processor architecture across all layers to the application and is caused by the variability of execution times. The goal is to increase the predictability of system behaviour. An important issue is also timing analysis for compilation, especially in the light of multiple processors and other architectural features. An important goal is to marry timing analysis with compilation, in order to make timing properties immediately visible to the embedded systems developer. 
· OS/MW/Networks: On the operating system level, scheduling and reservation of resources is a widely researched topic, with a vast literature. Operating system mechanisms, such as scheduling, mutual exclusion, interrupt handling and communication, can heavily affect task execution behaviour and hence the timing predictability of a system. For example, preemptive scheduling reduces program locality in the cache, increasing the worst-case execution time of tasks compared with non-preemptive execution. The object-oriented programming style, although attractive as a software development methodology, introduces dynamics into the execution time by the dynamic binding of methods to calls. Techniques that improve predictability include schemes that a priori reserve resources in a wide sense. This can be in the form of reserving time slots for execution of tasks, reserving time slots for communication between tasks (e.g., in the time-triggered architecture and in the synchronous programming paradigm). In future research, it is important to explore the tradeoff between performance and predictability in scheduling. Also important is to investigate of software architectures for time-predictable real-time operating systems, with the goal to avoid that the execution of OS code adversely affects the time-predictability of application tasks and vice versa, thus making the computation-time needs of both operating system activities and application tasks easily predictable. 

· System and Processor Architecture: Simple processor architectures lead to more predictable systems than complicated ones. Current architectures include many features that decrease predictability, such as implicit concurrency, e.g., pipelining, super-scalarity, out-of-order execution, and dynamically scheduled multi-threading. The restricted processor-memory channel-bandwidth and the growing speed gap between processor and memory has led to the introduction of deep memory hierarchies and several types of speculation. Dynamic power management technology, which is critical for reducing the power consumption of hardware, also has a significant impact on predictability. Research on predictability has considered, e.g., to replace dynamic memory management by static and predictable ones, such as scratchpads, to characterize and develop more predictable replacement policies in dynamic caches, 

The current introduction of multicore processors provides new challenges to predictability. They introduce new opportunities for parallelism and communication, in order to enable higher performance. At the same time they pose new significant challenges for the building of predictable systems. One major problem is that multiprocessor techniques typically introduce new forms of interference, even between activities that are logically unrelated. For instance, execution on one processor may interfere with the timing of an unrelated activity on another processor through a shared L2 or L3 cache. The timing of memory accesses can be affected by unrelated memory accesses of other processors through interference on a shared bus, and so on. It is not yet clear how to build predictable and performant systems on multicore platforms.

-- Changes wrt Y3 deliverable --

No changes with respect to Year 3

2. State of the Integration in Europe

2.1 Brief State of the Art

The problem of WCET determination has been solved for single tasks and several types of processors and some cache replacement strategies, including least-recently-used (LRU). Such techniques are finding their way into industrial applications. Higher degrees of predictability in the cache system can be achieved by taking decisions statically instead of dynamically. Compiler-directed memory management using scratchpad memory, originally developed to decrease energy consumption, also increases time predictability. Another promising research direction is represented by Reactive Processors, which allow the direct predictable execution of synchronous languages, thanks to direct support for multi-threading and for synchronization between threads.  Analysis of scheduling policies has been well-researched for single processor systems, but is still not a well-understood problem for multicore platforms. Concerning the hardware point of view, system interconnects present a significant challenge to predictability, in that they are shared among multiple communication actors (cores, IOs, accelerators, etc.). Time-triggered communication protocols have been proposed, as well as others that are based, e.g., on TDMA schemes, to enhance interconnect robustness and predictability.

Techniques for general analysis of timing and resources in predictable, often distributed, embedded systems can be performed by extending techniques for timing and schedulability analysis of task-based systems.  Messages and communication resources can be modeled in a similar way as tasks and computation resources. To make the analysis tractable, one typically assumes a restricted event model, e.g. periodic, sporadic or periodic with jitter. We have been able to provide analysis results where the interference between event triggered and time triggered computation and/or communication paradigms can be bounded. A unifying approach to performance analysis has beeen proposed based on real-time calculus.
-- Changes wrt Y3 deliverable --

The text has been revised.
2.2 Main Aims for Integration and Building Excellence through ArtistDesign

Predictability is a concern which cuts vertically across levels of abstraction in embedded systems design, spanning from high-level requirements to detailed implementation details on specific platforms. It therefore needs to be carried out in a synergistic manner, and has therefore been the subject of a transversal activity involving all clusters of the NoE. Previous activities in ARTIST2 have primarily focussed on integration for different layers of abstraction: hardware platforms, compiler technology, timing analysis, modelling, etc. The main purpose of this activity has been to integrate research teams working on differen levels of abstraction in embedded systems design.

-- Changes wrt Y3 deliverable --

No changes with respect to Year 3

2.3 Other Research Teams

Much of the cutting-edge research is performed in Europe, to a large extent by Artist Design Partners. 

The group at Univ. of Saarland with its spin-off company AbsInt is world-wide leading in the area of timing analysis of hard real-time systems. The development of aiT, the timing-analysis tool of AbsInt, is based on many years of research on static analysis. Static analysis of an embedded program is used to derive invariants about execution states for all inputs to the program. These invariants allow the derivation of reliable upper and lower bounds on the execution times of programs on a given hardware architecture. The group at TU Dortmund is a leader on the combination of compiler and architectural techniques for predictable embedded systems. The ETHZ and Univ. Braunschweig are world-leading on developing and applying analytic methods (which ETHZ have developed from the real time calculus) to analyze combined computation and communication systems, allowing a modular approach to analysis of performance and predictability of distributed hardware-software systems. The Uppsala team has developed UPPAAL, a leading model checker for analyzing timed systems, which has also been extended to allow schedulability analysis, on-line testing and controller synthesis. The Univ. of Bologna has produced several significant contributions in the area of low power design, power management and energy-predictable system design. The group has also pioneered the concept of network-on-chip, a new paradigm for building scalable and efficient on-chip communication fabrics for next-generation multi-core platforms. The Vienna team has developed leading architectures and protocols for predictable networked systems. York is one of the leading groups concerning techniques for designing real-time predictable systems.

UC Berkeley (California) and Columbia University (New-York) have jointly developed a time-predictive architecture, called PRET, based on a shared six-stages pipelined non-speculative processor, a scratchpad memory, and thread-level parallelism. Each individual thread executes at a relatively slow, but very predictable rate.

The two teams that are leading in the design of reactive processors are the University of Kiel (Germany) and the University of Auckland (New Zealand). Reactive processors are dedicated to execute very efficiently synchronous reactive programs such as Esterel. The instruction set offers direct support for preemption, suspension, synchronization between threads and with the environment, and so on.

-- Changes wrt Y3 deliverable --

The text has been slightly revised.
2.4 Interaction and Building Excellence between Partners

During the operation of the ARTIST2 FP6 network of excellence, links have been developed between groups working on compiler techniques, and groups that develop analysis techniques, in order to achieve predictability of code. Examples include the cooperation between ETH Zurich (Lothar Thiele), Saarland University (Reinhard Wilhelm), and TU Dortmund (Peter Marwedel), to integrate worst-case execution time analysis, modular performance anlaysis, and compiler development, in order to provide the programmer with direct information about predictability measures (in particular WCET) on the code that is being developed. One very interesting outcome of this collaboration is the predictability-aware compiler WCC, which is an excellent basis for driving and evaluating continued work on compiler and architectural techniques to achieve predictability. Important work can be performed on memory-architecture aware compilation, implemented through pre-pass compilation tools. There is a steady flow of results on new compiler optimizations that provide more predictable embedded code. Recent efforts are focussed on how to prepare the code for execution on multicore platforms. The work is being transferred to industrial use through cooperation with ICD and the MNEMEE-project at ICD.

As another example, IST Austria (previously EFPL), University of Salzburg, U Trento (previously PARADES), and INRIA are collaborating on languages suitable for component-based development, using techniques that can be seen as an extension of the Giotto approach. This work is connected to the efforts around Metropolis and Ptolemy, carried out at Berkeley. 

Several partners are collaborating with the aim to develop techniques that enable predictable, yet efficiently executing, systems on multiprocessor platforms. This includes development of new scheduling and bus access policies on multiprocessor platforms, as well as techniques for analyzing whether such policies meet timeliness requirements. Partners include Bologna, ETHZ, SSSA Pisa, Linköping, Braunschweig, DTU, TU Vienna, and Uppsala.

MDH and TU Vienna have been working on an open timing-analysis platform (OTAP) that shall serve the evaluation of time-predictable architectures, coding policies for predictability, compilation strategies that further the generation of code with little timing variability, and timing-analysis strategies. A first prototype was implemented in Vienna and the SWEET tool for timing analysis was integrated. Next steps will be on the improvement of the tool integration and its evaluation. The work was presented at WCET 2011, in Porto, July 2011.

Partners are maintaining and ongoing discussion on basic concepts, aiming to provide a more firmly based definition of “predictability” and relating that to developed techniques. An important forum for such discussions has been workshops in connection with major events in the community. One workshop was held during ESWEEK, Grenoble, October 2009. The most recent incarnation was the workshop on Predictability and Performance in Embedded Systems, which was organized in connection with DATE in Grenoble, March, 2011.

Several partners (INRIA and U Kiel) together with non ArtistDesign partners (U Auckland and UC Berkeley), are collaborating on time predictable execution platforms inspired by former reactive processors, which were tailored to the execution of the Esterel synchronous programming language. By taking advantage of the lock-step execution provided by reactive processors, it is possible to execute synchronous programs with both a high throughput and a precise WCET. New results have been achieved on efficient path-pruning techniques to increase the accuracy of the WCET computation, and on cache analysis to extend the work to large programs that do not fit in the processor memory.

-- Changes wrt Y3 deliverable --


The text has been updated to reflect the development.

2.5 Interaction of the Transversal Activity with Other Communities

The predictability activity interacts with the synchronous languages community, to explore the benefits that these languages provide with respect to predictable reactive control flow. This is supported by the DFG grant PRETSY (Precision-Timed Synchronous Reactive Processing), initiated by Reinhard von Hanxleden (Kiel) and Michael Mendler (Bamberg), which also involves Alain Girault (INRIA Grenoble Rhône-Alpes) and Reinhard Wilhelm (Saarbrücken). A session dedicated to the PRETSY theme took place during the SYNCHRON 2011 workshop (Nov. 18 – Dec. 3, Le Bois du Lys).

The predictability activity interacts with several ongoing European projects. These include the recently concluded FP7 project Predator, which has been developing a research and design discipline that looks at predictability and efficiency in a synergistic maner, involving all levels of abstraction and implementation in embedded system design. Several ArtistDesign Partners have been active in Predator, which produced a range of interesting results on multicore design, on compiler and software synthesis techniques (e.g., the WCC compiler), on scheduling and schedulability analysis, and on overall systems analysis.

U Bologna, TU Dortmund, Uppsala University and TU Vienna participate in the HIPEAC NoE: this helps to establish links between ArtistDesign and the computer architecture and compiler community, through presentation in HIPEAC-organized events (e.g., workshops and the ACACES summer school). 

TU Dortmund promotes education in embedded systems through a published textbook (“Embedded System Design”). The second edition of the book was published in early 2011. This group also organizes the WESE workshop on embedded system education (a satellite workshop of ESWEEK). The group leader teaches at ALARI (Lugano) and is the European editor for the new Springer series on embedded systems 

(see http://www.springer.com/series/8563).

TU Dortmund organizes the workshop on the mapping of applications to MPSoCs and the workshop on software synthesis, held during ESWEEK in 2011.
TU Dortmund cooperated with the National University of Singapore (NUS). In this cooperation, WCCs capabilities were advanced in the direction of multicore WCET analysis and optimization. As presented in Section 1.3 multicore architectures pose new problems for timing analysis through usage of shared resources. TU Dortmund developed a new analysis which is able to determine bounds on the delay incurred by accesses to TDMA-arbitrated shared resources. 
Saarland University is participating in the German nationally funded project, Automatic Verification and Analysis of Complex Systems (AVACS), which is among others concerned with validating timing-analysis methods and tools as well as timing properties of embedded systems.

DTU, MDH, TU Vienna and York are participating in the EU-funded project, Time-predictable Multi-Core Architecture for Embedded Systems (T-CREST), whch aims at the development of a time-predictable multi-core architecture for safety-critical applications and code generation strategies targeted at its time-predictable architecture features. The projects links research issues from the areas of execution platforms, code generation and timing analysis.

The FP7 project Certainty started in November 2011. The project focuses on composable and scalable analysis and design methods for mixed-criticality systems executing on multi-core architectures. The certification process of real-time applications for mixed criticality systems is made complex by several intrinsic characteristics of these applications such that "compliance” with safety standards has to be coupled with full predictability. Certainty aims to introduce a new concept for supporting the design of mixed criticality systems, allowing “mixing” rather than strong isolation and thus improving the performance/predictability ratio. A main objective is to develop new methods for reliability analysis on system level, taking different integration issues into account. As the project has just started no concrete technical achievements are available so far. The project has a tight cooperation with industrial project partners such as Thales, which contribute their domain specific requirements on hardware and software.
-- Changes wrt Y3 deliverable --

The text has been updated to reflect Y4 development.

3. Summary of Activity Progress

3.1 Technical Achievements

Formal Definition of Predictability 
With Saarland University as the main driver, we continued our efforts towards a formal definition of predictability. We proposed a template for predictability definitions, which captures important aspects of predictability, reviewed pertinent literature of the past years, and were able, in most of the cases, to cast the authors' intuitions on predictability in terms of our template. The most severe disagreement between our opinion on predictability and those of others concerns the question whether predictability should be an inherent property [GRW11].
Modeling and Validation of systems and of components
Robustness and predictability of Embedded Systems (IST Austria)
Robustness and predictability were identified as main challenges in embedded system design and were considered from a conceptual viewpoint in work by IST Austria [Hen08], reported in Deliverable 15-(7.2)-Y1. The technical contribution of [Hen08] was to suggest how predictability can be formalized as a form of determinism, and robustness as a form of continuity. We continued in Year 4 to study predictability problem through scheduling:

· IST Austria and INRIA developed a technique for incremental computation of time-trigerred schedules with synchronous interfaces [DFH+11]. This work is presented in more details in D6-(3.2)-Y4.
· IST Austria developed a method for scheduling large jobs in the context of cloud computing that is based on abstraction refinement and is presented in detail in D6-(3.1)-Y4 [HSW+11]
Reference: [Hen08] Thomas A. Henzinger, “Two challenges in embedded systems design: Predictability and robustness,”  Philosophical Transactions of the Royal Society A 366:3727–3736, 2008. Special issue on Ubiquitous Computing.

Timing analysis and Compiler Techniques
Advances were made on the problem of time- predictable programs, by advancing the scope of static WCET analysis, and continuing the integration into the WCET-aware compiler.
WCET Tool Challenge 2011

Following the successful WCET Tool Challenges in 2006 and 2008, the third event in this series was organized in 2011, again with support from the ARTIST DESIGN Network of Excellence. Following the practice established in the previous Challenges, the WCET Tool Challenge 2011 (WCC'11) defined two kinds of problems to be solved by the Challenge participants with their tools, WCET problems, which ask for bounds on the execution time, and flow-analysis problems, which ask for bounds on the number of times certain parts of the code can be executed. The benchmarks to be used in WCC'11 were debie1, PapaBench, and an industrial-strength application from the automotive domain provided by Daimler AG. Two default execution platforms were suggested to the participants, the ARM7 as “simple target” and the MPC5553/5554 as a “complex target,” but participants were free to use other platforms as well. Ten tools participated in WCC'11: aiT, Astrée, Bound-T, FORTAS, METAMOC, OTAWA, SWEET, TimeWeaver, TuBound and WCA [vHHLPW+11, vHHLGI+12].

Integration of timing analysis and compilation (TU Dortmund, AbsInt)

The work started at TU Dortmund considering WCET-aware basic block reordering has been finished. Unconditional branches are avoided and the prediction of conditional branches is supported by the developed techniques. A genetic approach applies evolutionary algorithms considering the WCET of the program to optimize as fitness value with the costs of high optimization times. Thus, an integer-linear programming-based approach has been developed which determines the optimal order of basic blocks and also takes the branch prediction into account [PKFM11].

Based on techniques developed in the past, a new fine grained technique for WCET-aware static locking of instruction caches has been developed at TU Dortmund. In order to improve the performance and the predictability of programs, memory blocks are locked into the cache. Time consuming repetitive WCET analyses are avoided by employing integer linear programming and modeling the worst-case execution path of the program to optimize. By taking the effect of locked memory on the runtime of basic blocks into account, the overall WCET can be efficiently minimized. It was also evaluated in how far existing WCET-driven memory-architecture-based optimizations can be combined in a sophisticated fashion for the optimization of multi-task sets. WCET-driven techniques such as scratchpad allocation, memory content selection and cache partitioning were examined for their interaction and possible synergetic effects. A heuristic for multi-task scratchpad allocation has been developed and a useful application order has been determined.

A new WCET-driven cache-aware code positioning which optimizes the WCET of applications and reduces cache conflicts has been devised at TU Dortmund. The code positioning is applied both to basic blocks and to entire functions. The algorithm works by constructing a cache conflict graph (CG) which is a weighted graph describing if and how much certain code fragments are overlapping in the cache. The initial version of the CG is build using the control flow graph annotated with the number of cache misses and the execution frequencies. The CG is then refined using the results of a control flow analysis, a cache analysis and the memory layout of the program. With these refinement steps, the obtained CG describes the potential cache conflicts. Using the refined graph, the actual code positioning is performed, namely by moving those code fragments which offer the most optimization potential, i.e. which have the most conflicts. This avoids overlapping of cache sets and thus decreases the number of cache conflicts [FK11].

The integration and enhancement of a framework for the static analysis of software and hardware as announced in last year's report has been advanced. As opposed to the continued work on the exploitation of analysis results provided by the WCET analyzer aiT, the extension of WCC's native capabilities allows for novel approaches especially in the domain of multitask- and multicore-aware compilation. A much higher degree of control over system states directly affected by optimization decisions can thus be achieved. The primary effort was made in the direction of tightening timing estimations and the evaluation and improvement of cache analysis techniques with a focus on improving compiler optimizations [KFM11].

TU Dortmund cooperated with the National University of Singapore (NUS). In this cooperation, WCCs capabilities were advanced in the direction of multicore WCET analysis and optimization. TU Dortmund developed a new analysis which is able to determine bounds on the delay incurred by accesses to TDMA-arbitrated shared resources. Experiments with an implementation based on the Chronos WCET analyzer show that the new analysis is able to outperform previously published approaches [KFMCA11]. This enhanced precision can now be used to effectively guide WCET-directed multicore optimizations in WCC.

http://ls12-www.cs.tu-dortmund.de/research/activities/wcc 
Predictability and Compiler Construction (TU Dortmund and ETH Zurich)

With the growing complexity of embedded systems software, high code quality can only be achieved using a compiler. Sophisticated compilers provide a vast spectrum of various optimizations to improve code aggressively w.r.t. different objective functions, e.g. average-case execution time (ACET) or code size. Owing to the complex interactions between the optimizations, the choice for a promising sequence of code transformations is not trivial. We proposed the first adaptive worst-case execution time (WCET)-aware compiler framework for an automatic search of compiler optimization sequences that yield highly optimized code. Besides the objective functions ACET and code size, we consider the WCET which is a crucial parameter for the predictability of real-time systems. To find suitable trade-offs between these objectives, stochastic evolutionary multi-objective algorithms identifying Pareto optimal solutions for the objectives WCET, ACET and code size are exploited. A comparison based on statistical performance assessments is performed that helps to determine the most suitable multiobjective optimizer, see [LPFMT11].
Enforcing Time-Predictability on Contemporary Computer Architectures (TU Vienna)

The dynamic decisions about resource allocation in contemporary ES computer architectures cause so-called timing anomalies, i.e., observations of local timing phenomena are not consistent with global observations (e.g., when running the same program from two different hardware states, one might observe a local execution-time decrease but a global execution-time increase when comparing the first and the second run). We evaluated the different code-generation strategies targeting at the elimination of timing anomalies and summarized the results in a paper. A PhD thesis about this reported work is expected to be finished mid 2012.

Cache Analysis for timing analysis (Saarland University)
Our work on static cache analysis has been continued. The dissertation of D. Grund [G11] comprehensively treats the cache analyses developed in the last years. These analyses are now subject to technology transfer to AbsInt GmbH, who has indicated great interest in the results.

We further investigated predictable, cache-aware dynamic memory allocator designs in order to handle uncertainty of cache effects arising from dynamic memory allocation. Our new designs implement cache-aware techniques for area allocations, i.e., small blocks can be efficiently allocated in bulks, as well as improved placement policies for their internal management structures [HBHR11] [DH11].

We proceeded to the integration of the cache-related preemption delay (CRPD) developed in Year 3 into the schedulability analysis of fixed priority preemptive systems. Beside a thorough review of existing methods, we developed a new and preciser CRPD aware response time analysis and also presented a corrected analysis in case of shared ressource taking into account the effect of the preempted and the effect of the preempting task [AM11] [ADM11].
WCET Analysis with MRU Caches, Challenging LRU for Predictability (Uppsala Univ.)
Most previous work in cache analysis for WCET estimation assumes a particular replacement policy called LRU.  In contrast, much less work has been done for non-LRU policies, since they are generally considered to be unpredictable.  However, most commercial processors are actually equipped with these non-LRU policies, since they are more efficient in terms of hardware cost, power consumption and thermal output, but still maintaining almost as good average-case performance as LRU.  In this work, we study the analysis of MRU, a non-LRU replacement policy employed in mainstream processor architectures like Intel Nehalem. Our work shows that the predictability of MRU has been significantly underestimated before, mainly because the existing cache analysis techniques and metrics, originally designed for LRU, do not match MRU well. As our main technical contribution, we propose a new cache hit/miss classification, k-Miss, to better capture the MRU behavior, and develop formal conditions and efficient techniques to decide the k-Miss memory accesses. A remarkable feature of our analysis is that the k-Miss classifications under MRU are derived by the analysis result of the same program under LRU. Therefore, our approach inherits all the advantages in efficiency, precision and composability of the state-of-the-art LRU analysis techniques based on abstract interpretation. Experiments with benchmarks show that the estimated WCET by our proposed MRU analysis is rather close to (5% - 20% more than) that obtained by the state-of-the-art LRU analysis, which indicates that MRU is also a good candidate for the cache replacement policy in real-time systems.
Timing Analysis for different variants of embedded software (Saarland University)

Highly variant embedded systems require a specialized timing analysis: a bound valid for all variants at once is too pessimistic while a separate analysis for each variant is computationally intractable. We thus developed a variant-aware timing analysis based on an ILP formulation of the variant dependencies. As a by-product, the new analysis also deliveres the worst-case variant, i.e., the variant causing the highest execution-time bound [MA11] [AAN11].

Timing Analysis and Flow-Fact Generation for Timing Prediction (TU Vienna, MDH)
TU Vienna developed a tool which generates input for MDH's flow-analysis tool SWEET from an intermediate compiler representation.  With the help of this translator, the SWEET tool was integrated into TU Vienna's evaluation platform OTAP, automatically generating flow facts for the WCET calculation. Additionally, this resulted in a portable C frontend simplifying the distribution of SWEET. During the integration, the groups collaborated on testing and bug reports, considerably improving the quality of both tool prototypes.
Pruning Infeasible Paths for Tight WCRT Analysis (INRIA and U. of Auckland)

Current state-of-the art WCET analyses for synchronous programs use integer linear programming (ILP) combined with path pruning techniques to achieve tight results. These approaches first convert a concurrent synchronous program into a sequential program. ILP constraints are then derived from this sequential program to compute the longest tick length. We have explored an alternative approach based on model checking. Unlike conventional programs, synchronous programs are concurrent and state-space oriented, making them ideal for model checking based analysis. Our analysis of the abstracted state-space of the program is combined with expressive data-flow information, to facilitate effective path pruning. We have demonstrated through extensive experimentation that the proposed approach is both scalable and about 67% tighter compared to the existing approaches [ARG11].

OS/MW/Networks


Advances were made on achieving predictability in multiprocessor systems, concerning scheduling and management of shared resources. 

Predictable Fault-tolerant Communication in Distributed Embedded Systems (Linköping, DTU)

The emerging popularity of FlexRay has sparked much interest in techniques for scheduling signals on the FlexRay bus. In practice, signals are first packed together into frames at the application-level and the frames are then transmitted over the bus. The frames must be scheduled such that the hard real-time deadlines, as demanded by automotive applications, are satisfied. However, apart from realtime issues, frames on the bus may become corrupt due to transient faults, thereby posing reliability issues. Electronic devices, including communication buses, are becoming increasingly vulnerable to transient faults. Transient faults occur for a short duration of time and cause a bit flip, without causing any permanent damage to the logic. They are caused by factors like electromagnetic radiation and temperature variations. In contrast to permanent faults (e.g., those caused by physical damage) which cause long term malfunctioning, transient faults occur much more frequently.

In spite of such reliability concerns, existing frame packing techniques have assumed a fault-free transmission of frames over the bus. In this work, we propose a technique for frame packing for the FlexRay bus that guarantees to achieve reliability against transient faults while satisfying the timing constraints. To achieve fault tolerance, our technique relies on temporal redundancy, i.e., our proposed scheme relies on frame retransmissions. However, this increases the bandwidth utilization cost. Our proposed scheme is constructed to minimize the bandwidth utilization required to guarantee the fault-tolerance of frames transmitted on the FlexRay bus. Prof. Petru Eles from Linköping has visited DTU during this period.
Analysis of Mode-Changes in Real-Time Systems (TU Braunschweig) 

TU Braunschweig has also investigated the effects on system timing when a switch between two configurations/modes is performed in a real-time system. Bounding these effects is necessary to account for the transient influence that occur whenever changing a system configuration, e.g. through updating software or when changing at runtime between off-line configured modes. Specifically we have developed an analysis to determine the maximum duration of these transient effects [NNS+11] (for more details see Activity 6.2 Platform and MPSoC Analysis).
Robust Scheduling (University of Bologna)

Effective multicore computing requires making efficient usage of the computational resources on a chip. Offline mapping and scheduling can be applied to improve the performance, but classical approaches require considerable a-priori knowledge of the target application. In a practical setting, precise information is often unavailable; one can then resort to approximate time and resource usage ﬁgures, but this usually requires making conservative assumptions. The issue is further stressed if real-time guarantees must be provided. 

Research at UNIBO tackles targets methods for realizing predictable and efficient non-preemptive (execution) schedules ing of for multi-task applications in the presence of uncertainties with respect of execution durations uncertainty. Hard real-time guarantees are provided with limited idle time insertion, by exploiting a hybrid off-line/on-line technique known as Precedence Constraint Posting (PCP). This approach does not require probability distributions to be speciﬁed, relying instead on simple and cheaper-to-obtain information (bounds, average values). The method has been tested on synthetic applications/platforms and compared with an off-line optimized Fixed Priority Scheduling (FPS) approach and a pure on-line FIFO scheduler; the results are very promising, as the PCP schedules exhibit good stability and improved average execution time (14% on average, up to 30% versus FPS and up to 40% versus the FIFO scheduler).
Scheduling of Certifiable Mixed-Criticality Task Systems (Uppsala Univ.)
An increasing trend in embedded system design is to integrate components with different levels of criticality into a shared hardware platform for better cost and power efficiency.  Such mixed-criticality systems are subject to certifications at different levels of rigorousness, for validating the correctness of different subsystems on various confidence levels. The realtime scheduling of certifiable mixed-criticality systems has been recognized to be a challenging problem, where using traditional scheduling techniques may result in unacceptable resource waste.  In this work, we present an algorithm called PLRS to schedule certifiable mixed-criticality sporadic tasks systems. PLRS uses fixed-job-priority scheduling, and assigns job priorities by exploring and balancing the asymmetric effects between the workload on different criticality levels. Comparing with the state-of-the-art algorithm by Li and Baruah for such systems, which we refer to as LB, PLRS is both more effective and more efficient: (i) The schedulability test of PLRS not only theoretically dominates, but also on average significantly outperforms LBs. (ii) The run-time complexity of PLRS is polynomial (quadratic in the number of tasks), which is much more efficient than the pseudo-polynomial run-time complexity of LB.
Parametric Predictability Analysis (ETH Zurich, Univ. Trento)
In [SRLPPT11], ETHZ and Univ. Trento advocated a rigorously formal and compositional style for obtaining key performance and/or interface metrics of systems with real-time constraints. We propose a hierarchical approach that couples the independent and different by nature frameworks of Modular Performance Analysis with Real-time Calculus (MPARTC) and Parametric Feasibility Analysis (PFA). Recent work on Real-time Calculus (RTC) has established an embedding of statebased component models into RTC-driven performance analysis for dealing with more expressive component models. However, with the obtained analysis infrastructure it is possible to analyze components only for a fixed set of parameters, e. g., fixed CPU speeds, fixed buffer sizes etc., such that a big space of parameters remains unstudied. We achieved to overcome this limitation by integrating the method of parametric feasibility analysis in an RTCbased modeling environment. Using the PFA tool-flow, we are able to find regions for component parameters that maintain feasibility and worst-case properties. As a result, the proposed analysis infrastructure produces a broader range of valid design candidates, and allows the designer to reason about the system robustness.

Architecture and Processor Design 

Time-Predictable Memory Hierarchies (TU Vienna)

We are exploring hierarchical memory architectures that simplify the WCET prediction of tasks. Instead of using cache memories for speeding up code execution, we propose to use hierarchical memories that are filled by explicit prefetch operations that are executed in synchrony with program execution. Besides this solution to plan all the prefetching at the system design time (explored in the previous year) we investigated into the alternative possibility of applying a dynamic look ahead and prefetching in some situations. Due to the additional memory-bandwidth needs of the latter strategy, it was decided to limit FPGA implementations to the pre-planned, static approach.

Multicore processors

Increasingly much work is devoted to achieving predictability on multicore architectures, including a large number of teams in the ARTISTDesign predictability activity.

Predictability for Multiprocessor SoC Architectures with Combined Worst and Average Case Performance Optimisation. (Linköping, Bologna)
One of the major issues in the context of predictability for multiprocessor systems is the shared communication infrastructure. The traffic on the bus does not solely originate from data transfers due to data dependencies between tasks, but is also affected by memory transfers as result of cache misses. A bus access policy and bus access schedule has to be developed which (1) guarantees predictability and (2) provides efficiency in terms of system performance. We have developed an overall strategy and framework for predictable multiprocessor applications. We have addressed the issues of bus access optimization and bus controller design. During the last year, our main concern was on the reconciliation of worst and average case performance optimisation, in the context of predictable multiprocessor systems. Optimization techniques for improving the average-case execution time of an application, for which predictability with respect to time is not required, have been investigated for a long time in many different contexts. However, this has traditionally been done without paying attention to the worst-case execution time. For predictable real-time applications, on the other hand, the focus has been solely on worst-case execution time optimization, ignoring how this affects the execution time in the average case. In this work, we have shown that having a good average-case delay can be important also for real-time applications for which predictability is required. Furthermore, for real-time applications running on multiprocessor systems-on-chip, we have proposed a technique for optimizing the average case and the worst case simultaneously, allowing for a good average-case execution.

Integrated Dependable Architecture for Many Cores (IDAMC) (TU Braunschweig) 

Within the RECOMP Project, TU Braunschweig develops a many-core architecture for mixed-criticality applications. This architecture shall enable the integration of applications with different levels of criticality. It is centered around a special network-on-chip, which offers data transfers with predictable timing. This is based on the work in the COMPOSE Project which was finished in 2010. This NoC interconnects different “tiles” which contain general-purpose processors based on the LEON3 SPARC architecture. For this purpose, a network-interface is developed within RECOMP which facilitates advanced functionality for virtualization and monitoring. RECOMP also includes the analysis of the timing and reliability properties of the platform [DRNSE11, SAEFJ11, ASE11]. (for more details see Activity 6.1 Platform and MPSoC Design)
Modelling and Analysis of Multiprocessor Systems with Shared Resources (TU Braunschweig) 

TU Braunschweig has further worked on performance analysis methods for multiprocessor systems with shared resources. The focus has been on extending existing analysis solutions to consider more complex multiprocessor applications. The modelling and analysis framework developed in the previous years was extended with new analysis methods that cover automotive specific setups (foreseeable automotive multi-core ECUs). Results in this direction have been submitted for publication and are currently under review. (for more details see Activity 6.2 Platform and MPSoC Analysis)
Interference-Aware Resource Allocation for Predictable Multicore Architectures (Barcelona Supercomputing Center) 

Continuing with the work done in 2010 on Inter-task interferences, during 2011 we have carried out two main works.  First, we have developed a (multicore) CMP architecture in which each core is Simultaneous Multithreading (SMT) [PMMG+11]. This is the first CMP+SMT hard-real time capable architecture. It allows running one hard-real time task per core and several non-hard real-time tasks, ensuring time predictability for the hard-real time tasks and also maximizing resource utilization and hence performance. We have also done some preliminary study on the hardware support required to run hard real-time multithreaded applications in a CMP processor [PQCW+11]. In particular we focus on a software-pipelined application. We show that a tight interaction between the WCET analysis tool and the parallelization scheme followed is needed in order to reduce WCET estimations.
Links to Standardization

Standardization at the OMG (Cantabria)
With the help of ArtistDesign, the University of Cantabria has contributed to two relevant OMG standards: SySML, by reviewing and voting about its resolutions, and MARTE, by raising and solving several relevant issues, in particular the modeling of TableDriven schedules, the consistency among GRM SRM and HRM chapters of the standard, and the inclusion of the definition of the affinity or identification of cores in multi-core platforms. 

See:
http://www.omgwiki.org/marte1.1-rtf/doku.php?id=grm_wg
http://www.omgwiki.org/marte1.2-rtf/doku.php?id=marte_1.2_rtf_ballot_1
Among the MARTE issues addressed are: 15034,11856, 14917,15292 (see
 http://www.omgwiki.org/marte1.1-rtf/lib/exe/fetch.php?media=grm:15292_resolved.doc to have an inside view of the kind of labor realized).

With this effort, in this period we have succeeded to issue the new version 1.1 of this standard. http://www.omg.org/spec/MARTE/1.1/
Now the University of Cantabria participates also in the definition of a new Request for proposals for an international standard that fixes the execution semantics of composite structures in UML, which will be proposed for approval in the December 2011 meeting of the OMG.
Obtaining schedulability analysis models from MARTE systems (Cantabria)

In this period this activity has concentrated on exploiting and implementing the capabilities introduced in the UML profile for Modeling and Analysis of Real-Time and Embedded Systems (MARTE) in order to define schedulability analysis models. The global view of this profile includes not only analysis but also design-oriented modelling elements. Following a model driven design methodology, the design modelling construct and compositional rules should be restricted to those that can safely lead to equivalent analysis models, and hence that are able to be automatically transformed into those models as expressed by the vocabulary in the MARTE standard. The efforts in this activity have brought a tool that extracts from analysis models expressed in UML the input data required for a schedulability analysis tool. This demonstrator fixes a standard structure for the analysis models at the UML modelling level and transforms those models to the input model of the MAST suit of tools.  [UC-1] [UC-2].
http://mast.unican.es/umlmast/marte2mast
Automatic generation of SystemC executable models (Cantabria)

In the FP7 216807 SATURN project, a formal semantics was defined for different Models of Computation for UML/SysML, UML/MARTE and SystemC modeling and verification environments. The main contribution of the University of Cantabria was the automatic generation of SystemC executables models from SysML and MARTE specifications [UC-3] based on the definition of formal interoperability between MARTE and SystemC. This contribution gave formal support to the SATURN modeling, code generation and verification methodology. The experience gained in Saturn served as background for the FP7 Complex project.

-- The above is new material, not present in the Y3 deliverable --

3.2 Individual Publications Resulting from these Achievements

IST Austria

[HSW+11] Thomas A. Henzinger, Vasu Singh, Thomas Wies, Damien Zufferey: Scheduling large jobs by abstraction refinement. EuroSys 2011: 329-342

[BH11] Udi Boker, Thomas A. Henzinger: Determinizing Discounted-Sum Automata. CSL 2011: 82-96

Barcelona Supercomputing Center

[PMMG+11] Marco Paolieri, Jorg Mische, Stefan Metzlaff, Mike Gerdes, Eduardo Quinones, Sascha Uhrig, Theo Ungerer and Francisco J. Cazorla. A Hard Real-Time Capable Multi-Core SMT Processor. In ACM Transactions on Embedded Computing Systems,Volume XX Issue YY, May/June 2011.

[PQCW+11] Marco Paolieri, Eduardo Quinones, Frandisco J. Cazorla, Julian Wolf, Theo Ungerer, Zlatko Petrov A Software-Pipelined Approach to Multicore Execution of Timing Predictable Multi-Threaded Hard Real-Time Tasks. In 14th IEEE International Symposium on Object/Component/Service-oriented Real-time Distributed Computing. March, 2011. Newport Beach, CA, USA. 
University of Cantabria 

[UC-1] Julio L. Medina and Álvaro García Cuesta, Experiencing the UML profile for MARTE in the generation of schedulability analysis models for MAST. Proceedings of 2nd Workshop on Model Based Engineering for Embedded Systems Design (M-BED 2011); March 18, 2011; Grenoble, France. (http://www.ecsi.org/m-bed-2011-proceedings)

[UC-2] Julio L. Medina and Álvaro García Cuesta, Model-Based Analysis and Design of Real-Time Distributed Systems with Ada and the UML Profile for MARTE. In Reliable Software Technologies – Ada-Europe 2011, LNCS 6652, pp. 89–102, 2011. Springer.
[UC-3] P. Peñil, F. Herrera, E. Villar "Towards SystemC Code Generation from UML/MARTE Concurrent System-Level Models" W6: 2nd Workshop on Model Based Engineering for Embedded Systems Design, DATE 2011.

Linköping

[TBE 11] Bogdan Tanasa, Unmesh D. Bordoloi, Petru Eles, Zebo Peng, Reliability-Aware Frame Packing for the Static Segment of FlexRay, The Intl. Conf. on Embedded Software (EMSOFT11), Taipei, Taiwan, October 9-14, 2011.
[REPA 11] Jakob Rosén, Petru Eles, Zebo Peng, Alexandru Andrei, Predictable Worst-Case Execution Time Analysis for Multiprocessor Systems-on-Chip, International Symposium on Electronic Design, Test and Applications (DELTA 2011),  Queenstown, New Zealand, 2011.
TU Braunschweig


[NNS+11] Mircea Negrean, Moritz Neukirchner, Steffen Stein, Simon Schliecker, and Rolf Ernst. Bounding Mode Change Transition Latencies for Multi-Mode Real-Time Distributed Applications, 16h IEEE International Conference on Emerging Technologies and Factory Automation (ETFA), September 2011

[ASE11]  Philip Axer, Maurice Sebastian, and Rolf Ernst, "Reliability Analysis for MPSoCs with Mixed-Critical, Hard Real-Time Constraints." in Proc. Intl. Conference on Hardware/Software Codesign and System Synthesis (CODES+ISSS), (Taiwan), October 2011

[DRNSE11] Jonas Diemer, Jonas Rox, Mircea Negrean, Steffen Stein, and Rolf Ernst, "Real-Time Communication Analysis for Networks with Two-Stage Arbitration" in Proceedings of the ninth ACM International Conference on Embedded Software (EMSOFT), (Taipei, Taiwan), pp. 243-252, ACM, October 2011. 

TU Dortmund


[PKFM11] Sascha Plazar, Jan C. Kleinsorge, Heiko Falk and Peter Marwedel. WCET-driven Branch Prediction aware Code Positioning. In Proceedings of the International Conference on Compilers, Architectures and Synthesis for Embedded Systems (CASES), pp. 165-174, 2011
[KFM11] Jan C. Kleinsorge, Heiko Falk and Peter Marwedel.  A Synergetic Approach To Accurate Analysis Of Cache-Related Preemption Delay.  In Proceedings of the International Conference on Embedded Software (EMSOFT), pp. 329-338, 2011 
[FK11] Heiko Falk and Helena Kotthaus. WCET-driven Cache-aware Code Positioning. In Proceedings of the International Conference on Compilers, Architectures and Synthesis for Embedded Systems (CASES), pages 145-154, Taipei, Taiwan, October 2011.

INRIA

[ARG11] Sidharta Andalam, Partha S. Roop, Alain Girault: Pruning infeasible paths for tight WCRT analysis of synchronous programs. DATE 2011, pp 204-209, Grenoble, France, March 2011.


TU Vienna


[CP11] Bekim Cilku and Peter Puschner. Using a Local Prefetch Strategy to Obtain Temporal Time Predictability. In Proc. 14th IEEE International Symposium on Object/component/service-oriented Real-time Distributed Computing Workshops, 2011

 [EP11] Christian El Salloum and Peter Puschner. Mapping Safety-Critical Applications to Multi-Processor Systems-on-a-Chip (abstract). In Proc. 4th Workshop on Mapping of Applications to MPSoCs, 2011.

[HPP11] Benedikt Huber, Wolfgang Puffitsch, and Peter Puschner. Towards an Open Timing Analysis Platform. In Proc. 11th Euromicro Workshop on WCET Analysis, p. 5-14, 2011.


[KKP11] Albrecht Kadlec, Raimund Kirner, and Peter Puschner. Code Transformations to Prevent Timing Anomalies. Int’l Journal of Computer Systems Science and Engineering, Special Issue on Real-Time Systems, to appear.

University of Bologna

[LMB11] M. Lombardi, M. Milano, and L. Benini, "Robust Scheduling of Task Graphs under Execution Time Uncertainty," Computers, IEEE Transactions on Computers, vol.PP, no.99, pp.1, 0 doi: 10.1109/TC.2011.203

Uppsala Univ.
[GLGY12] Nan Guan, Mingsong Lv, Yu Ge and Wang Yi.  WCET Analysis with MRU Caches: Challenging LRU for Predictability.  To appear in the proc. of RTAS 2012.

[GESY11a] Nan Guan, Pontus Ekberg, Martin Stigge and Wang Yi. Effective and Efficient Scheduling of Certifiable Mixed-Criticality Sporadic Task Systems. In the proc. of IEEE RTSS 2011, Vienna, Austria. Nov 30 - Dec 2, 2011.

[LGDYY11] Mingsong Lv, Nan Guan, Qingxu Deng, Ge Yu, Wang Yi: McAiT - A Timing Analyzer for Multicore Real-Time Software.  In the proc. Of ATVA 2011: 414-417.

[ZGXY11] Yi Zhang, Nan Guan, Yanbin Xiao, Wang Yi.  Implementation and Empirical Comparison of Partitioning-based Multi-core Scheduling. In the proc. of the 6th IEEE International Symposium on Industrial Embedded Systems (SIES11), Vaesteraas, Sweden, June 15th - 17th, 2011.

[GYDGY11] Nan Guan, Wang Yi, Qingxu Deng, Zonghua Gu, Ge Yu. Schedulability analysis for non-preemptive fixed-priority multiprocessor scheduling.  Journal of Systems Architecture – Embedded Systems Design 57(5): 536-546 (2011).

[KYD11] Fanxin Kong, Wang Yi, Qingxu Deng.  Energy-efficient scheduling of real-time tasks on cluster-based multicores.  In the proc. of DATE 2011: 1135-1140.

[KGDY11] Fanxin Kong, Nan Guan, Qingxu Deng, Wang Yi. Energy-efficient scheduling for parallel real-time tasks based on level-packing.  In the proc of ACM SAC 2011: 635-640.

Saarland University

[AAN11] E. Althaus, S. Altmeyer and R. Naujoks. Symbolic Worst Case Execution Times. Proceedings of the 8th International Colloquium Theoretical Aspects of Computing (ICTAC), 2011

[ADM11] S. Altmeyer, R. I. Davis, and C. Maiza. Cache Related Pre-emption Aware Response Time Analysis for Fixed Priority Pre-emptive Systems Proceedings of the 32nd Real-Time Systems Symposium (RTSS), 2011.
[AM11] S. Altmeyer, and C. Maiza. Influence of the Task Model on the Precision of Scheduling Analysis for Preemptive Systems – Status Report. Proceedings of the 2nd International Real-Time Scheduling Open Problems Seminar (RTSOPS), 2011
[DH11] T. Dudziak, and J. Herter. Cache Analysis in Presence of Pointer-Based Data Structures. Proceedings Work-In-Progress Session of the 23rd Euromicro Conference on Real-Time Systems, 2011.

[G11] D. Grund. Static Cache Analysis for Real-Time Systems. PhD Thesis, Saarland University, 2011.

[GRW11] D. Grund, J. Reineke, and R. Wilhelm. A Template for Predictability Definitions with Supporting Evidence. Proceedings of Bringing Theory to Practice: Predictability and Performance in Embedded Systems (PPES), 2011.
[HBHR11] J. Herter, P. Backes, F. Haupenthal, and J. Reineke. CAMA: A Predictable Cache-Aware Memory Allocator. Proceedings of the 23rd Euromicro Conference on Real-Time Systems (ECRTS), 2011.

[MA11] P. Montag, and S. Altmeyer. Precise WCET Calculation in Highly Variant Real-Time Systems. Proceedings of Design, Automation, and Test in Europe (DATE), 2011.

-- The above are new references, not present in the Y3 deliverable --

3.3 Joint Publications Resulting from these Achievements

[DFH+11] Benoit Delahaye, Uli Fahrenberg, Thomas A. Henzinger, Axel Legay and Dejan Nickovic: Synchronous Interface Theories and Time Triggered Scheduling, 2011, (submitted)

[KFMCA11] Timon Kelter, Heiko Falk, Peter Marwedel, Sudipta Chattopadhyay and Abhik Roychoudhury. Bus-Aware Multicore WCET Analysis through TDMA Offset Bounds. In Proceedings of the 23rd Euromicro Conference on Real-Time Systems (ECRTS), pages 3-12, Porto / Portugal, July 2011
[LTTUW11] Philipp Lucas, Lothar Thiele, Benoit Triquet, Theo Ungerer, Reinhard Wilhelm: Bringing Theory to Practice: Predictability and Performance in Embedded Systems, DATE Workshop PPES 2011, March 18, 2011.

[LPFMT11] Paul Lokuciejewski, Sascha Plazar, Heiko Falk, Peter Marwedel, Lothar Thiele: Approximating Pareto optimal compiler optimization sequences - a trade-off between WCET, ACET and code size. Softw., Pract. Exper. 41(12): 1437-1458 (2011).

[PGPE 11] Paul Pop, Alois Goller, Traian Pop, Petru Eles, Development Tools, Book chapter in “Time-Triggered Communication”, Editor: Roman Obermaisser,  CRC Press, ISBN: 978-1-4398-4661-2, 2012.

[RNE+ 11] Jakob Rosén, Carl-Fredrik Neikter, Petru Eles, Zebo Peng, Paolo Burgio, Luca Benini, Bus Access Design for Combined Worst and Average Case Execution Time Optimization of Predictable Real-Time Applications on Multiprocessor Systems-on-Chip, 17th IEEE Real-Time and Embedded Technology and Applications Symposium (RTAS'11),  Chicago, IL, USA, April 11-14, 2011.

[SAEFJ11] Maurice Sebastian, Philip Axer, Rolf Ernst, Nico Feiertag, und Marek Jersak, "Efficient Reliability and Safety Analysis for Mixed-Criticality Embedded Systems" in SAE 2011 World Congress & Exhibition Technical Paper, Detroit, USA, April 2011. 
[SRLPPT11] Alena Simalatsar, Yusi Ramadian, Kai Lampka, Simon Perathoner, Roberto Passerone, Lothar Thiele: Enabling parametric feasibility analysis in real-time calculus driven performance evaluation. CASES 2011.

[vHHLPW+11] Reinhard von Hanxleden, Niklas Holsti, Björn Lisper, Erhard Ploedereder, Reinhard Wilhelm, Armelle Bonenfant, Hugues Cassé, Sven Bünte, Wolfgang Fellger, Sebastian Gepperth, Jan Gustafsson, Benedikt Huber, Nazrul Mohammad Islam, Daniel Kästner, Raimund Kirner, Laura Kovacs, Felix Krause, Marianne de Michiel, Mads Christian Olesen, Adrian Prantl, Wolfgang Puffitsch, Christine Rochange, Martin Schoeberl, Simon Wegener, Michael Zolda, Jakob Zwirchmayr. WCET Tool Challenge 2011: Report. In Proceedings of the 11th International Workshop on Worst-Case Execution Time (WCET) Analysis, Porto, Portugal, July 2011.

[vHHLGI+12] Reinhard von Hanxleden, Niklas Holsti, Björn Lisper, Jan Gustafsson, Nazrul Mohammad Islam, Erhard Ploedereder, Wolfgang Fellger, Sebastian Gepperth, Felix Krause, Reinhard Wilhelm, Armelle Bonenfant, Hugues Cassé, Marianne de Michiel, Christine Rochange, Sven Bünte, Benedikt Huber, Laura Kovacs, Wolfgang Puffitsch, Michael Zolda, Jakob Zwirchmayr, Daniel Kästner, Simon Wegener, Raimund Kirner, Mads Christian Olesen, Adrian Prantl, Martin Schoeberl. The WCET Tool Challenge 2011. [Submitted]

-- The above are new references, not present in the Y3 deliverable --

3.4 Keynotes, Workshops, Tutorials

Invited Talk: Multicore Architectures for Mixed Safety Critical Applications – Challenges and Opportunities
(Rolf Ernst, TU Braunschweig)
SafeTRANS Industrial Day

Hamburg, Germany – November 08, 2011

SafeTRANS ("Safety in Transportation Systems") is a Competence Cluster combining research and development expertise in the area of complex embedded systems in transportation systems. SafeTRANS drives research in human centred design, in system and software development methods for embedded systems, as well as in safety analysis and - for avionics and rail - its integration in certification processes, driven by a harmonised strategy addressing the need of the transportation sector. The topic of the 11th SafeTRANS Industrial Day was "Development processes for Multicore". 

Sharing embedded system resources among functions of different safety criticality usually leads to mixed safety and time critical embedded systems. Such mixed critical systems must combine conflicting safety and efficiency requirements and related design processes. The talk gave an overview on mixed critical system design challenges and explained how different criticalities can be properly separated in function and timing. In multicore architectures, separation is more difficult than in networks due to low level resource sharing. The talk showed the effects and provided solutions addressing multicore and manycore systems. 
http://www.safetrans-de.org/en_11_Industrial_Day.php
Invited Lecture: Thomas A. Henzinger: From Boolean to Quantitative Synthesis

Eleventh Annual Conference on Embedded Software (EMSOFT)

Taipei, Taiwan, October 2011.

Motivated by improvements in constraint-solving technology and by the increase of routinely for increasing programmer productivity. The goal of the approach is to allow the programmer to specify a part of her intent imperatively (that is, give a partial program) and a part of her intent declaratively, by specifying which conditions need to be achieved or maintained. The task of the synthesizer is to construct a program that satisfies the specification. As an example, consider a partial program where threads access shared data without using any synchronization mechanism, and a declarative specification that excludes data races and deadlocks. The task of the synthesizer is then to place locks into the program code in order for the program to meet the specification.
Invited Lecture: Thomas A. Henzinger: Ten Years of Interface Automata

ACM SIGSOFT Impact Paper Award Lecture, 19th Annual Symposium on Foundations of Software Engineering (FSE),

Szeged, Hungary, September 2001.

We survey the last decade's research on interface automata and related formalisms, with  special emphasis on nonfunctional aspects of interfaces (real time, power consumption) and on the automatic synthesis of software component interfaces.
Invited Tutorial: Thomas A. Henzinger: Applications of Games in Quantitative Verification and Synthesis

Annual GAMES Workshop

Paris, France, September 2011.

Keynote Lecture: Thomas A. Henzinger: Computational Science vs.  Computer Science

Ninth Basel Computational Biology Conference (BC2)

Basel, Switzerland, June 2011.

Computational science is an analytic science, which uses computation to make sense of given artifacts, such as data produced by experiments and equations produced by theories. Computer science is a synthetic science, which builds artifacts that compute, including abstract artifacts such as algorithms and models of computation, and concrete artifacts such as hardware and software. Among the main organizing principles of computer science are execution, composition, and abstraction. They address the questions of "What is an atomic unit of computation?" (the switching of a transistor? the execution of a Java instruction? the query of a database?) and how complex systems can be built from such atomic units. We argue that fundamental ideas from computer science - including execution, composition, and abstraction - can contribute also to the understanding of biological systems.

Invited Lecture: Thomas A. Henzinger: Quantitative Reactive Models

Workshop on Synthesis, Verification, and Analysis of Rich Models (SVARM)

Saarbrucken, Germany, April 2011.

Formal verification aims to improve the quality of software by detecting errors before they do harm. At the basis of formal verification lies the logical notion of correctness, which purports to capture whether or not a program behaves as desired. We suggest that the boolean partition of software into correct and incorrect programs falls short of the practical need to assess the behavior of software in a more nuanced fashion against multiple criteria. We therefore propose to develop quantitative fitness measures for programs, specifically for measuring function, performance, and robustness. We survey recent results towards a theory of such quantitative fitness measures for reactive models of concurrent programs. The theory strives to support quantitative generalizations of the paradigms that have been success stories in qualitative reactive modeling, such as compositionality, property-preserving abstraction, model checking, and synthesis.

Invited Lecture: Thomas A. Henzinger: Formal Methods for Composing Systems

Design Automation and Test in Europe. (DATE)

Grenoble, France, March 2011.

Interfaces play a central role in the modular design of systems.  Good interface languages are based on two principles.  First, an interface should expose enough information about a module so to make it possible to predict if two or more modules work together properly, by looking only at their interfaces.  Second, an interface should not expose more information about a module than is required by the first principle. The technical realization of these two principles depends on the precise interpretation of what it means for two or more modules to "work together properly."  A simple interpretation is offered by typed programming languages: a module that implements a function and a module that calls that function are compatible if the function definition and the function call agree on the number, order, and types of the parameters.
We present richer notions of interfaces, which expose in addition to type information, also temporal and resource information about software and hardware modules.  For example, the interface of a file server with the two methods open_file and read_file may stipulate that read_file must not be called before open_file has been called.  Symmetrically, then, the interface of a client must specify all possible sequences of open_file and read_file calls during its execution, so that a compiler can check if the server and the client fit together.  Such behavioral interfaces can be specified naturally using an automaton-based language.  We present a formalization of rich interface languages and give several applications.

Keynote: Björn Lisper: Parametric WCET Analysis

Nordic Workshop of Programming Theory

Västerås, Sweden– Oct 28, 2011
This keynote is decribed in the Timing Analysis activity report.
Tutorial: Timing and Schedulability Analysis for Distributed Automotive Control Applications
International Conference on Embedded Software (EMSOFT)

Taipei, Taiwan, October 2011
This tutorial by Samarjit Chakraborty, Marco Di Natale, Heiko Falk, Martin Lukasiewyzc and Frank Slomka described analysis techniques which are applicable especially for automotive systems.

Invited Talk, Petru Eles, Scheduling and Optimization of Fault-Tolerant Embedded Systems
ACM SIGPLAN/SIGBED Conference on Languages, Compilers, Tools and Theory for Embedded Systems (LCTES 2011)

Chicago, IL, USA, 12-14 April 2011 (in conjuction with CPS Week 2011)

Abstract:This work addresses the issue of design optimization for fault-tolerant hard real-time systems. In particular, our focus is on the handling of transient faults using both checkpointing with rollback recovery and active replication. Fault tolerant schedules are generated based on a conditional process graph representation. The formulated system synthesis approaches decide the assignment of fault-tolerance policies to processes, the optimal placement of checkpoints and the mapping of processes to processors, such that multiple transient faults are tolerated and the timing constraints of the application are satisfied. We propose a fine-grained transparent recovery, where the property of transparency can be selectively applied to processes and messages. Transparency hides the recovery actions in a selected part of the application so that they do not affect the schedule of other processes and messages. While leading to longer schedules, transparent recovery has the advantage of both improved debuggability and less memory needed to store the fault-tolerant schedules.

Presentation: Jonas Diemer: IDAMC NoC – Efficient Quality-of-Service Support for Mixed-Critical Networks-on-Chip

RECOMP Technical Day

Porto, Portugal - August 29, 2011.

Jonas Diemer (TU Braunschweig) gave a presentation on the Network-on-Chip which offers data transfers with predictable timing and which is currently used in the IDAMC platform. 

Industrial Workshop Bringing Theory to Practice: Performance and Predictability in Embedded Systems,

Conf. on Design, Automation & Test in Europe (DATE), Grenoble, France, March 18, 2011
The PPES workshop is concerned with critical hard real-time systems that have to satisfy both efficiency and predictability requirements. The aim of this workshop was twofold: to present the results achieved and tools developed by various researchers, in particular to industrial end users; and to present the industrial viewpoint on needs and challenges which need to be tackled for applicability.
To this end, the workshop comprised an invited presentation by Ottmar Bender (Cassidian  Electronics) on Predictability and Performance Requirements in Avionics Systems, a panel discussion on Predictability and Performance in Industrial Practice, and 7 regular paper presentations. PPES was supported by ArtistDesign, the European Network of Excellence on Embedded Systems Design; the PREDATOR project (Design for Predictability and Efficiency); and the MERASA project (Multi-Core Execution of Hard Real-Time Applications Supporting Analysability).
The workshop was organised by Philipp Lucas (Universität des Saarlandes), Lothar Thiele (ETH Zürich), Benoît Triquet (Airbus), Theo Ungerer (Augsburg University), and Reinhard Wilhelm (Universität des Saarlandes; chair). See [LTTUW11].
http://ppes2011.cs.uni-saarland.de/
Workshop: ArtistDesign Workshop on Real-Time System Models for Schedulability Analysis

Santander, Spain – February, 2011
The main objective of this Workshop was to discuss existing models of real-time systems that focus on representing the timing behaviour and requirements from the perspective of the ability to use schedulability analysis tools. By discussing the limitations of existing models it is possible to propose extensions that can fill the gaps that are required to cover state-of-the-art hardware platforms, operating systems, and scheduling techniques used in practice to develop real-time applications. The results of the workshop will influence a new model, called MAST-2, that tries to enhance the modelling capabilities that are currently present in MAST. They will also contribute to the future evolution of the MARTE UML profile for real-time and embedded systems.

The workshop was organized by the University of Cantabria and had 19 participants from 11 institutions and lively discusions were held on the state-of-the-art in standards and tools for schedulability analysis (MARTE, MAST, SymTA/S), high-integrity systems (ARINC-653, Autosar, Ravenscar), integration with design tools and methods (including QoS and resource reservation models), processing and communication platforms (SpaceWire, AFDX, multicore HW platforms) and a final discussion on the future of standards and tools for schedulability analysis.

http://www.artist-embedded.org/artist/Introduction,2289.html 

Workshop: 11th International Workshop on Worst-Case Execution Time Analysis, 2011

Porto, Portugal – July 5th, 2011, in connection with ECRTS 2010
This workshop is decribed in the Timing Analysis activity report.
Workshop: 3rd Workshop on Software Synthesis, 2011
Taipei, Taiwan – October 14th, 2011
An increasing amount of software is not written manually any more. Rather, software is synthesized from abstract models of the required functionality. Software synthesis has been implemented in various disperse communities. The workshop aimed at bringing these communities together. Presenters at this workshop presented industrial as well as academic results. The workshop was organized by P. Marwedel and A. Sangiovanni-Vincentelli and run by P. Marwedel.

http://www.artist-embedded.org/artist/Scope,2309.html
-- The above is new material, not present in the Y3 deliverable --

4. Overall Assessment and Vision for the Transversal Activity

4.1 Final Overall Assessment 

During the 4 years of ArtistDesign, the technological development in the predictability area has been rather remarkable. Before the start of ArtistDesign, the state-of-the-art was roughly that WCET calculations for some classes of uniprocessors was reasonable well understood, that uniprocessor scheduling was a  mature topic. However, many important challenges concerning advanced dynamic architectural and software features, as well as handling of multicores, were not at all well understood. A point of reference is the survey paper by Thiele and Wilhelm (Real Time Systems 28(2-3), 2004). 
Research at UNIBO targets methods for realizing predictable and efficient non-preemptive (execution) schedules  for multi-task applications in the presence of uncertainties with respect of execution durations. Hard real-time guarantees are provided with limited idle time insertion, by exploiting a hybrid off-line/on-line technique known as Precedence Constraint Posting (PCP). This approach does not require probability distributions to be speciﬁed, relying instead on simple and cheaper-to-obtain information (bounds, average values). The method has been tested on synthetic applications/platforms and compared with an off-line optimized Fixed Priority Scheduling (FPS) approach and a pure on-line FIFO scheduler; the results are very promising, as the PCP schedules exhibit good stability and improved average execution time (14% on average, up to 30% versus FPS and up to 40% versus the FIFO scheduler).

One of the key achievements is the integration of timing analysis and compilers. In cooperation with AbsInt and Saarland University, TU Dortmund has implemented the WCET-aware compiler WCC. WCC incorporates a tight integration of timing analysis into compiler optimizations. The potential for making standard optimizations WCET-aware has been explored in depth. It turned out that the largest potential is in exploiting the memory hierarchy. It was demonstrated that scratchpads offer a large potential for WCET-improvements, but even WCET-aware register allocation can contribute toward WCET-efficiency. Recent extensions include code generation beyond the TriCore architecture, the support of multi-processing and multi-processors as well as multiple objectives.

Another important development is the gradual increase in understanding how to achieve predictability for multicore systems. One of the key issues here is to achieve temporal isolation between logically independent activities. Techniques have been developed for achieving isolation concerning cache utilization (e.g., page colouring, static cache solutions), and for accessing shared buses (e.g., TDMA-like schemes). There has been major progess in terms of analysing the predictability of memory access in multi-core systems. Analysis methods have been developed by combining analytical (real-time calculus) and state-based (timed automata) models. This way, the scalability towards larger application scenarios and more complex computer architectures has been improved. Nevertheless, the scalability of the analysis techniques needs to be improved. Furthermore, some of the proposed solutions are not readily supported by the most common currently available architectures. 
A new trend has also emerged towards specific programming languages for time predictability, jointly with dedicated architectures. PRET-C is an example of such languages; it extends C with synchronous constructs to express multi-threading, communication with the environment, pre-emption, and logical ticks (in a manner similar to ESTEREL). Thanks to the synchronous abstraction, PRET-C provides communication through shared variables, such that communications are both deterministic and guaranteed to avoid race conditions. PRET-C can be either executed on a traditional processor, or on a dedicated processor called ARPRET and inspired by the so called reactive processors (processors that were specially tailored to execute ESTEREL programs). The latter solution provides better performances.

-- The above is new text, not present in the Y3 deliverable --

4.2 Assessment for Year 4

The Predator project has made strong progress in its attempt to reconcile Predictability with Performance. The integration of the AbsInt timing-analysis tool aiT with the WCET-aware compiler of TUDortmund is described separately. Another recent achievement of the project concerns the determination of context-switch costs, which provides support for schedulability analysis for preemptive scheduling strategies. Insights into the predictability properties of architectural features have found their way into the embedded-systems industry, e.g., as a result of collaboration in European projects. These insights, however, are still at odds with trends at the processor manufacturers side. Suppliers of time-critical embedded systems cannot find platforms with the required predictability properties on the market.

The trends to multi-core platforms presents a significant challenge to the building of predictable and performant systems, and there is still significant hesitation to migrating embedded systems to multi-cores. Significant advances on isolation and analysis techniques have been made (to a large extent by ARTIST-Design partners): progress is made, e.g., in the area of deterministic access protocols and controllers for shared resources such as buses or memory. However, the worst-case delay used in safe approximations is still often too high to be acceptable.

A good collection of insights was gathered at the PPES workshop, organized by ARTIST-Design, jointly with Predator and Merasa, as a satellite event of DATE 2011 in Grenoble. Overviews about architecture and software issues were given, e.,g including a survey on predictability and performance requirements in avionics sytems, and a template for, partly analytically, partly intuitively, estimating the predictability of hardware features was presented.
During year 4, development of support for the MARTE standard (iniatied during ARTIST2), led by U. Cantabria, has provided increased support for scheduling and code generation. The work on integration between timing analysis tools has matured: several of the leading timing analysis tools have been integrated by efforts in the All-Times project (described in the report on Timing analysis).

A notable trend during Year 4 has been the work on reconciling predictability with performance, developing techniques for optimizing performance along several dimensions (e.g., combing WCET with average-case timing). Work in this direction (by Bologna, ETHZ, Linköping, Trento) has considered different forms of multi-objective optimization of embedded software; such possibilities also exist in the WCC compiler. Another increasingly important topic has been to make scheduling and timing analysis robust to inaccuracies in assumptions about, e.g., execution times, interferences, etc.

Work on the integration of timing analysis and compilation, in the context of the WCC compiler, aimed at removing some of the earlier restrictions. The work started at TU Dortmund considering WCET-aware basic block reordering has been finished. Unconditional branches are avoided and the prediction of conditional branches is supported by the developed techniques. A genetic approach applies evolutionary algorithms considering the WCET of the program to optimize as fitness value with the costs of high optimization times. Thus, an integer-linear programming-based approach has been developed which determines the optimal order of basic blocks and also takes the branch prediction into account [PKFM11]. Furthermore, WCET-aware cache locking and code positioning has been improved. The integration and enhancement of a framework for the static analysis of software and hardware as announced in last year's report has been advanced. The extension of WCC's native analysis capabilities allows for novel approaches especially in the domain of multitask- and multicore-aware compilation. A much higher degree of control over system states directly affected by optimization decisions can thus be achieved. The primary effort was made in the direction of tightening timing estimations and the evaluation and improvement of cache analysis techniques with a focus on improving compiler optimizations [KFM11]. 

http://ls12-www.cs.tu-dortmund.de/research/activities/wcc 

-- The above is new text, not present in the Y3 deliverable --

4.3 Indicators for Integration

The Y3 report contains an account of some indicators. We reflect their development below.
· 10 joint publications (at least at the same level as Y1-Y3)

· After the Jan 2011 call for European projects, new projects have been launched, that build on collaboration between partners of the Predictability activity, e.g., the Certainty project.

The predictability activity organized the workshop on Predictability and Performance in Embedded Systems as a satellite event of DATE 2011 in Grenoble. This workshop, supported by ARTISTDesign and the ICT projects PREDATOR and MERASA, brought the issues of predictability to a wider audience, combining academia with industry, http://ppes2011.cs.uni-saarland.de
A joint technical paper is in progress (jointly written by all the members of the cluster), in order to provide a complete state of the art on time-predictability for embedded systems. This paper will cover all the issues, from the architecture to the programming languages and RTOSs, including compiling and code generation for multi-core architectures. Each section will also include a specific part to establish the “bad” technical choices that should be avoided, potentially leading to systems much harder to analyse and predict. The paper will be submitted for journal publication, and can partly be seen as a follow-up on the survey paper coordinated by Thiele and Wilhelm (2004).
As one important indicator for integration, the extensive collaboration between Dortmund, Pisa Absint, Saarland University, and Zurich in the context of the WCET-aware compiler WCC can be mentioned. An intensive cooperation with ArtistDesign’s operating systems cluster has been set up, in particular with the cluster leader and core member SSSA-Pisa and with the affiliated member Evidence. Furthermore, Zurich’s tool box of evolutionary algorithms has been integrated successfully into the WCC compiler. These integration activities led to an official port of the ERIKA operating system, which is publicly available on Evidence’s websites, and to joint publications.

-- Changes wrt Y3 deliverable --

This is new text, not present in the Y3 deliverable.
4.4 Future Directions

We expect that timing-predictable design will be given more attention in the future.

WCET-aware compilation is expected to be one of the roads which will be explored. We expect WCC to be used as a model for further research into this area. We believe that, in this way, several groups will take up this idea and explore techniques for integration timing analysis and compilation techniques. Concerning programming languages, efforts must be made to conceive a programming environment where the program under design will be automatically decorated with the predicted execution time on the target platform. Indeed, computing on the fly the execution time will help greatly programmers in dimensioning accurately their system (i.e., the program and the target architecture).

In the future, further work on defining strategies for building multi-criticality systems on multi-core architectures is needed. The architectures need to be capable of providing a clean separation and shielding of modules of different criticality. Wrt. providing support for time-predictable execution, models for the distributed execution and the interaction of application processes (threads) that are free of timing side effects and support temporal composability are still important candidates for further exploration. This trend is important for meeting requirements of industrial system development, where multi-criticality is ubiquitous, as also reflected in the launching of the Certainty project.

Besides the above extensions towards predictability that considers several criticality levels, one needs to consider also other resource interactions such as temperature and energy consumption. Similar to timing, there are upper bounds on allowed temperature values, and predictable run-time methods need to be developed that are able to meet these temperature bounds. In addition, there is a strong interaction between the resources “timing”, “temperature”, and “energy consumption”, i.e. temperature and energy-consumption can be reduced by voltage scaling or slowing down the operations, but this may violate real-time constraints. These relations are purely understood and as a result, the control mechanisms that are employed today are not predictable and have no guaranteed behaviour.
The insights developed by activities such as those described in this report, are still at odds with trends at the processor manufacturers side. Suppliers of time-critical embedded systems cannot find platforms with the required predictability properties on the market. This may be one of the most serious challenges for future building of predictable embedded systems. It is important that insights concerning predictability properties of architectural features are propagated through embedded-systems industry and further to platform providers. Academia can support the generation of insights by further researche to provide infeasibility proofs that back up experience and intuition: such proofs may often be hard to obtain.

-- The above is new text, not present in the Y3 deliverable --

5. Transversal Activity Participants

-- Changes in the Cluster Participants wrt Y3 deliverable --

Marginally updated

5.1 Core Partners

	Team Leader

Leader for transversal activity “Design for predictability and Performance”
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	Bengt Jonsson

http://user.it.uu.se/~bengt/ 

	Technical role(s) within ARTISTDesign
	Member of the Strategic Management Board
Leader of Transversal Activity on Predictability and Performance

Participates in the modeling and Validation cluster

	Research interests 
	Research interests include: parallel and embedded systems, semantics, verification, modelling, specification, testing of distributed and embedded systems

	Role in leading conferences/journals/etc in the area 
	Director of UPMARC, Center of Excellence for research in parallel computer systems, http://www.upmarc.se

Have been PC member of most conferences in the area.

	Notable past projects 

	Cluster leader in ARTIST2 

Director of ASTEC, Competence Center for Software Technology,. http://www.astec.uu.se/  



	Team Leader
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	Prof. Luca Benini, University of Bologna
http://www-micrel.deis.unibo.it/%7Ebenini/ 


	Technical role(s) within ArtistDesign
	Member of the Strategic Management Board
Co-leads Hardware Platforms and MPSoC Design
Participates in Intercluster activity: Design for Adaptivity
Participates in Intercluster activity: Design for Predictability and Performance
Leader of the JPRA Activity: “Platform and MPSoC Design” 

	Research interests 
	(i) Development of power modeling and estimation framework for systems-on-chip. 
(ii) Development of optimal allocation and scheduling techniques for energy-efficient mapping of multi-task applications onto multi-processor systems-on-chips. 
(iii) Development of energy-scavenging techniques for ultra-low power sensor network platforms.



	Role in leading conferences/journals/etc in the area 
	· Program chair and vice-chair of Design Automation and Test in Europe Conference. 

· Member of the 2003 MEDEA+ EDA roadmap committee 2003. 

· Member of the IST Embedded System Technology Platform Initiative (ARTEMIS): working group on Design Methodologies

· Member of the Strategic Management Board of the ARTIST2 Network of excellence on Embedded Systems

· Member of the Advisory group on Computing Systems of the IST Embedded Systems Unit. 

· Member of the technical program committee and organizing committee of several technical conferences, including the Design Automation Conference, International Symposium on Low Power Design, the Symposium on Hardware-Software Codesign. He is Associate Editor of the IEEE Transactions on Computer-Aided Design of Circuits and Systems and of the ACM Journal on Emerging Technologies in Computing Systems. 

· Fellow of the IEEE.

	Notable past projects 

	ICT-Project REALITY - Reliable and variability tolerant system-on-a-chip design in more-moore technologies. Funded under 7th FWP (Seventh Framework Programme). ICT-2007.3.1 Next-Generation Nanoelectronics Components and Electronics Integration. Start date: 01/01/2008; Duration: 30 months; Contract Type: Collaborative project; Project Reference: 216537; Project Cost: 4.45 million euro; Project Funding: 2.9 million euro. 

ICT-Project PREDATOR - Design for predictability and efficiency. Funded under 7th FWP (Seventh Framework Programme). ICT-2007.3.3 Embedded Systems Design. Start date: 01/02/2008; Duration: 36 months; Contract Type: Collaborative project; Project Reference: 216008; Project Cost: 3.93 million euro; Project Funding: 2.8 million euro.

ICT-Project GALAXY - interface for complex digital system integration. Funded under 7th FWP (Seventh Framework Programme). ICT-2007.3.3 Embedded Systems Design. Start date: 01/12/2007; Duration: 36 months; Contract Type: Collaborative project; Project Reference: 214364; Project Cost: 4.08 million euro; Project Funding: 2.9 million euro. 

ICT-Project DINAMICS - Diagnostic Nanotech and Microtech Sensors. Funded under 6th FWP (Sixth Framework Programme). FP6-NMP 'Nanotechnologies and nanosciences, knowledge-based multifunctional materials and new production processes and devices'. Contract Type: Integrated project; Project Reference:IP 026804-2. Start date: 01/04/2007. Duration: 18 + 30 months. Project Cost:7276856 Euro. Project Funding: 4499542 Euro. 

http://www.dinamics-project.eu/ 

ICT-Project SHARE - Sharing open source software middleware to improve industry competitiveness in the embedded systems domain. Funded under 7th FWP (Seventh Framework Programme). ICT-2007.3.7 Network embedded and control systems. Start date: 01/05/2008; Duration: 24 months; Contract Type: Coordination and support actions; Project Reference: 224170; Project Cost: 1.1 million euro; Project Funding: 590000.00 euro. 


	Team Leader
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	Professor Alan Burns

University of York, UK

URL: www.cs.york.ac.uk/~burns

	Technical role(s) within ArtistDesign
	Undertakes research in real-time systems scheduling, particularly for flexible systems. Also concerned with the development of programming languages for this domain.

	Research interests
	Scheduling, languages, modeling and formal logics.

	Role in leading conferences/journals/etc in the area
	Previous Chair of the IEEE Technical Committee on Real-Time Systems. Edited special issue of ACM Transactions on Embedded Systems (on education).

	Notable past projects
	DIRC – Dependability Interdisciplinary Research Collaborations – A large, UK, 6-year, multisite project looking at dependability of computer-based systems. Burns was a PI and managed the work on temporal aspects of dependability.

FIRST – EU funded project concerning flexible scheduling

FRESCOR – EU follow on project to  FIRST
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	Petru Eles (Linköping University)


	Technical role(s) within ArtistDesign
	Main areas of research: Embedded Systems

ArtistDesign activities and role: Communication centric systems, system analysis, optimisation, low power embedded systems, power management, modelling, analysis, and simulation of distributed embedded systems, predictable real-time systems, fault tolerance.

	Research interests
	Research interests include real-time systems, design of embedded systems, electronic design automation, hardware/software co-design,.

	Role in leading conferences/journals/etc in the area
	- Associate Editor, IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems;

- Associate Editor, IEE Proceedings - Computers and Digital Techniques;

- TPC Chair and General Chair, IEEE/ACM/IFIP International Conference on Hardware/Software Codesign and System Synthesis (CODES/ISSS).

- Topic chair, Design Automation and Test in Europe (DATE).

- Topic Chair, Int. Conference on Computer Aided Design (ICCAD).

- Program chair of the Hw/Sw Codesign track, IEEE Real-Time Systems Symposium (RTSS).

- TPC Chair IEEE Workshop on Embedded Systems for Real-Time Multimedia (ESTIMedia).

- Steering Committee Chair, IEEE/ACM/IFIP International Conference on Hardware/Software Codesign and System Synthesis (CODES/ISSS).

	Awards / Decorations
	- Best paper award, European Design Automation Conference (EURO-DAC), 1992.

- Best paper award, European Design Automation Conference (EURO-DAC), 1994.

- Best paper award, Design Automation and Test in Europe (DATE), 2005.

- Best presentation award, IEEE/ACM/IFIP International Conference on Hardware/Software Codesign and System Synthesis (CODES/ISSS), 2003.

- IEEE Circuits and Systems Society Distinguished Lecturer, for 2004 - 2005.


	Partner in Activitiy on Predictability

	[image: image5.jpg]



	Alain Girault (INRIA Grenoble Rhône-Alpes)



	Technical role(s) within ArtistDesign
	Main areas of research: Embedded Systems

ArtistDesign activities and role: formal methods for the design of embedded systems, predictable real-time systems, dependability analysis and design, fault tolerance.

	Research interests
	Research interests include embedded and real-time systems, formal methods, dependability, fault tolerance.

	Role in leading conferences/journals/etc in the area
	- Associate Editor, Eurasip Journal on Embedded Systems;

- TCP co-chair of the Workshop on Model-driven High-level Programming of Embedded Systems (SLA++P’08).


	Partner in Activitiy on Predictability
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	Michael González Harbour (Universidad de Cantabria)




	Technical role(s) within ARTISTDesign
	ArtistDesign activities and role: Participates in Operating Systems and Networks cluster, and also in the Intercluster activity: Design for Predictability and Performance

	Research interests
	Research interests include schedulability analysis for distributed real-time systems, real-time operating systems, real-time languages

	Role in leading conferences/journals/etc in the area
	Has been program committee chair in the ECRTS and Ada-Europe conferences, and in the International Real-Time Ada Workshop. Has participated in the past five years in the program committes of the following international conferences: ECRTS, Ada-Europe, RTSS, RTAS, ACM Symposium on Applied Computing, WPDRTS, CORDIE, DATE, ETFA, EUC, EMSOFT, IRTAW, EDF. Has been invited editor in the Real-Time Systems Journal and the Eurasip Journal on Embedded Systems. Has participated actively in the development of the POSIX standards, in the extensions of operating systems services for real-time applications.

	Notable past projects
	FRESCOR: Framework for Real-time Embedded Systems based on COntRacts (EU project)

FIRST: Flexible Integrated Real-Time Systems Technology (EU project)

	Further Information
	Group home page: http://www.ctr.unican.es
MAST toolset: http://mast.unican.es
MaRTE OS: http://marte.unican.es


	Cluster Leader

Activity Leader for “Software Synthesis and Code Generation”
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	Prof. Dr. Peter Marwedel (TU Dortmund)
http://ls12-www.cs.tu-dortmund.de/~marwedel/

	Technical role(s) within ArtistDesign
	Cluster leader, activity leader SW Synthesis and Code Generation

Improved code quality for embedded applications is the main goal of the work at Dortmund University. Due to the widening gap between processor and memory speeds, emphasis has been on improving the efficiency of memory accesses, in terms of average and worst case execution time and in terms of the energy consumption.

	Research interests 
	Peter Marwedel’s Embedded Systems Group focuses on embedded software. Particular emphasis is on compilers for embedded processors. One of the very first publications in this area, the book “Compilers for Embedded Processors”, edited by Peter Marwedel and Gert Goossens, was the result of the CHIPS project, funded by the European Commission. The group’s current focus is on advanced optimizations for embedded processors (e.g. by using bit-level data flow analysis) and energy-aware compilation techniques. Current research also includes high-level transformations of algorithms as well as WCET-aware code generation.

	Role in leading conferences/journals/etc in the area 
	Member of the EDAA (European Design and Automation Association) Main Board.

Editorial Board Member of the Journal “Design Automation for Embedded Systems”

Editorial Board Member of the Journal of Embedded Computing.

Editorial Board Member of the Microelectronics Journal.

Co-Founder and Steering Board Chair of the SCOPES Workshop (Software and Compilers for Embedded Systems) Series.

>14 years of service for the DATE conference and its predecessors (program chair: 3 times, chairman of the steering committee, European representative to ASPDAC)

DAC: Topic chair and reviewer

Various other conferences

	Notable past projects 

	MNEMEE: Memory maNagEMEnt technology for adaptive and efficient design of Embedded systems
supported by the European Commission
(http://www.mnemee.org)

PREDATOR: Design for predictability and efficiency,
supported by the European Commission
(http://www.predator-projekt.eu)

MORE:

Network-centric Middleware for group communications and resource sharing across heterogeneous embedded systems, supported by the European Commission
http://www.ist-more.org
HiPEAC:
European NoE on High-Performance Embedded Architecture and Compilation; http://www.hipeac.net
MAMS:

Multi-Access modular-services framework, national project funded by the German Federal Ministry of Education and Research (BMBF)Others: Various earlier projects supported by the EC, DFG etc.

	Awards / Decorations
	IEEE Fellow (class of 2010)

Teaching award, TU Dortmund, 2003

DATE fellow, 2008

	Further Information

	CEO of the Informatik Centrum Dortmund (ICD), a technology transfer centre founded in 1989.
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	Dr. Stylianos Mamagkakis (IMEC vzw.)

http://www.imec.be



	Technical role(s) within ArtistDesign
	SW Synthesis and Code Generation; collaboration with TU Dortmund on high-level transformations for source code optimizations.  

	Research interests 
	Stylianos Mamagkakis received his Master and Ph.D. degree in Electrical and Computer Engineering from the Democritus Uni. Thrace (Greece) in 2004 and 2007, respectively. Since 2006, he coordinates a team of PhD students within the NES division at IMEC, Leuven, Belgium. His research activities mainly belong to the field of system-level exploration, with emphasis on dynamic resource management and system integration.

	Role in leading conferences/journals/etc in the area
	Stylianos Mamagkakis has published more than 25 papers in International Journals and Conferences. He was investigator in 6 research projects in the embedded systems domain funded from the EC as well as national governments and industry.


	Notable past projects 

	EASY IST project

Energy-Aware System-on-chip design of the HIPERLAN/2 standard, http://easy.intranet.gr/
AMDREL IST project

Architectures and Methodologies for Dynamic Reconfigurable Logic, http://vlsi.ee.duth.gr/amdrel/


	Transversal Activity Leader

Activity Leader for “NoE Integration: Low Power”
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	Prof. Dr. Peter Puschner (TU Vienna)


Real-Time Systems Group

Institute of Computer Engineering
Vienna University of Technology


http://www.vmars.tuwien.ac.at/people/puschner.html

	Technical role(s) within ArtistDesign
	Peter Puschner and his group are participating in the timing analysis and design for predictability activities of ArtistDesign. They will provide technical contributions in compiler support for timing analysis, software/hardware architectures that make real-time systems more time-predictable and composable, and operating systems with predictable timing.



	Research interests 
	Peter Puschner’s main research interst is on real-time systems. Within this area he focuses on Worst-Case Execution Time Analysis and Time-Predictable Architectures.

	Role in leading conferences/journals/etc in the area 
	Member of the Euromicro Technical Committee on Real-Time Systems, the steering committee of the Euromicro Conference on Real-Time Systems (ECRTS)

Member of the advisory board and organizers committee of the IEEE International Symposium on Object- and Component-Oriented Distributed Computing (ISORC) conference series

Chair of the Steering Committee of the Euromicro Workshop on Worst-Case Execution-Time Analysis (WCET) series

	Notable past projects 

	DECOS - Dependable Embedded Components and Systems Develop the basic enabling technology to move from a federated distributed architecture to an integrated distributed architecture. 

http://www.decos.at

MoDECS - Model-Based Development of Distributed Embedded Control Systems

Model-based construction of distributed embedded control systems: shift from a platform-oriented towards a domain-oriented, platform-independent development of composable, distributed embedded control systems.

http://www.modecs.cc

NEXT TTA

Enhance the structure, functionality and dependability of the time-triggered architecture (TTA) to meet the cost structure of the automotive industry, while satisfying the rigorous safety requirements of the aerospace industry. 

http://www.vmars.tuwien.ac.at/projects/nexttta/

	Awards / Decorations

	

	Further Information

	


	Team Leader
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	Alberto Sangiovanni Vincentelli (PARADES) 
http://www.parades.rm.cnr.it



	Technical role(s) within ARTIST2
	Bring in Expertise in embedded system modelling, validation, tools and methodologies and IC design.

Deep involvement in cooperation with the industry: tools (co-founder Cadence and Synopsys), telecommunications (Telecom Italia), automotive (member of the GM STAB)


	Research interests 
	Embedded system design methodologies and tools including modelling, validation, synthesis and formal verification, semantic foundations. 


	Role in leading conferences/journals/etc in the area 
	Program Committee Member CODES and EMSOFT.

Member of the Editorial Boards 

Member of the ARTEMIS High-level Group and Steering Committee

	Notable projects 

	SPEEDS - Speculative and Exploratory Design in Systems Engineering
Provide a semantics based modelling methods with analysing techniques to support the construction of complex embedded systems by composing heterogeneous subsystems together with a speculative tool-supported design process.
HYCON NoE: Taming Hybrid Systems

Center for Hybrid and Embedded Software Systems (CHESS) co-director

Gigascale System Research Center, Core theme leader

RIMACS: Industrial Automation


	Awards/Decorations
	IEEE Fellow, Member National Academy of Engineering, Kaufmann Award for pioneering contributions to EDA, IEEE Graduate Teaching Award, Gulliemin-Cauer Award, Darlington Award, Aristotle Award, University of California Distinguished Teaching Award


	Participant in Activitiy on Adaptivity
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	Lothar Thiele (ETH Zurich)




	Technical role(s) within ARTISTDesign
	Main areas of research: Embedded Systems and Software

Artist2 activities and role: Communication Centric Systems: Formal Performance Analysis, Linking Simulation and Verification, Design Space Exploration of Embedded Systems

	Research interests
	Research interests include models, methods and software tools for the design of embedded systems, embedded software and bioinspired optimization techniques. 

	Awards / Decorations
	In 1986 he received the "Dissertation Award" of the Technical University of Munich, in 1987, the "Outstanding Young Author Award" of the IEEE Circuits and Systems Society, in 1988, the Browder J. Thompson Memorial Award of the IEEE, and in 2000-2001, the "IBM Faculty Partnership Award". In 2004, he joined the German Academy of Natural Scientists Leopoldina. In 2005-2006, he was the recipient of the Honorary Blaise Pascal Chair of University Leiden, The Netherlands. Chair of ACM SIGBED.
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	Prof. Dr. Dr. h. c. mult Reinhard Wilhelm (Saarland University)
http://rw4.cs.uni-sb.de/people/wilhelm

	Technical role(s) within ArtistDesign
	Timing Analysis

	Research interests 
	Compilers, Static Analysis, Timing Analysis

	Role in leading conferences/journals/etc in the area 
	PC member of SCOPES, LCTES, MEMOCODE, RTSS etc.

Steering committee member of EMSOFT, member at large of the steering committee of LCTES

Member of the ACM SIGBED Executive Committee

	Notable past projects 

	DAEDALUS

	Awards / Decorations

	Prix Gay-Lussac-Humboldt in 2007

Honorary doctorates of RWTH Aachen and Tartu University in 2008

Konrad-Zuse Medal in 2009

 Federal Order of Merit 2010

	Further Information
	Co-founder of AbsInt Angewandte Informatik GmbH
Scientific Director of the Leibniz Center for Informatics Schloss Dagstuhl


5.2 Affiliated Academic Partners
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	Dr. Francisco J. Cazorla (Barcelona Supercomputing Center and IIIA-CSIC)
http://personals.ac.upc.edu/fcazorla/


	Technical role(s) within ArtistDesign
	Affiliated to “Design for Predictability and Performance”.

	Research interests 
	· Multithreaded architectures and the interaction between the Operating System and the processor architecture for both high-performance and real-time systems 

	Role in leading conferences/journals/etc in the area 
	· PC member of HiPEAC, HPCA, VLSI-SoC, . EMBS/ACM SAC, ARCs
· Co-organizer of CAOS Workshop.

	Notable past projects 
	Program committee of conferences on computer architecture as well as reviewer in many of them.

I have been reviewer of: (Real-Time System Symposium) RTSS, (International Symposium on Computer Architecture) ISCA, Euromicro Conference on Digital System Design (DSD), IEEE Transaction on Embedded and computing Systems (TECS), IEEE Transactions on Computers (TC), ACM Transactions on Architecture and Code Optimization (TACO), Code Generation and Optimization (CGO), IEEE Computer Architecture Letters (CAL), High-Performance Computer Architecture (HPCA) .

	Awards / Decorations
	· I have been selected as one of the 100 Spanish ‘leaders of the future’ according to the May 2009 issue of the Capital Magazine. This issue seeks for the 100 young Spanish citizens that will most influence Spain’s future in all innovation areas. (www.capital.es).


	Team Leader 
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	Prof. Rolf Ernst (TU Braunschweig)




	Technical role(s) within ArtistDesign
	Main areas of research: Embedded Systems

Participates in Hardware Platforms and MPSoC Design
Participates in Intercluster activity: Design for Adaptivity
Participates in Intercluster activity: Design for Predictability and Performance 
Participates in Intercluster activity: Integration Driven by Industrial Applications 

	Research interests
	Research interests include embedded architectures, hardware-/software co-design, real-time systems, and embedded systems engineering.

	Role in leading conferences/journals/etc in the area
	He chaired major international events, such as the International Conference on Computer Aided Design of VLSI (ICCAD), or the Design Automation and Test in Europe (DATE) Conference and Exhibition, and was Chair of the European Design Automation Association (EDAA), which is the main sponsor of DATE. He is a founding member of the ACM Special Interest Group on Embedded System Design (SIGBED), and was a member of the first board of directors. He is an elected member (Fachkollegiat) and Deputy Spokesperson of the "Computer Science" review board of the German DFG (corresponds to NSF). He is an advisor to the German Ministry of Economics and Technology for the high-tech entrepreneurship program EXIST (www.exist.org).
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	Prof. Dr. Reinhard von Hanxleden (Kiel University)
http://www.informatik.uni-kiel.de/en/rtsys/contact/ 


	Technical role(s) within ArtistDesign
	Affiliated to “Design for Predictability and Performance”.

	Research interests 
	· Model-based design of complex system, modeling pragmatics, automatic synthesis/layout of graphical models, Eclipse.

· Synchronous languages, embedding reactive control flow into classical programming languages (C/C++/Java).

· Reactive/predictable processor design.

	Role in leading conferences/journals/etc in the area 
	· PC member of APGES, EMSOFT, SLA++P, SRDS, TCMC.

· Co-organizer of Synchronous Programming (SYNCHRON).
· Chair of WCET Tool Challenge 2011 Steering Committee

	Notable past projects 
	Precision-Timed Synchronous Reactive Processing (PRETSY)
· DFG Project
Dependable Embedded Components and Systems (DECOS)

· EU 6th Framework Integrated Project

· http://www.decos.at 

Model-Based Engineering of Electronic Railway Control Centers (MENGES)

· EU regional funding

	Awards / Decorations
	· Teaching awards, CS at Kiel University, 2008 (3rd), 2009 (2nd), 2010 (1st) and 2011 (3rd)


6. Internal Reviewers for this Deliverable

· Kai Lamkpa (ETHZ)

· Jan Madsen (DTU) 
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