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1. Introduction

The C language [1], developed in 1972 by Dennis Ritchie at the Bell Telephone Laboratories,
1s the most widely used high level programming language in the embedded systems community,
both for systems programming as for the development of applications. Although as a general
purpose language it is being surpassed by Java [7], C is still favourite among embedded system
developers because of the efficiency of the generated code, the simplicity and wide availability
of the compilers, and the availability of numerous development tools, even though C does little
to promote robustness and reliability of the developed code.

The C++ language, as a superset of C with object-oriented facilities, is a natural candidate for
those developers moving from applications developed in C into a world of more complex soft-
ware in which object-oriented abstractions help in handling the complexity and increasing re-
use. Although more programmers continue to use C, the popularity of C++ for developing
embedded systems is increasing [11].

Both C and C++ lack support for developing real-time systems, mainly because they don’t offer
services for programming concurrent software. This limitation implies that for developing real-
time systems it is necessary to rely on services offered by some additional software package that
provides a means to build concurrent programs with predictable timing behaviour. These ser-
vices can rely on in-house developed kernels or third-party real-time operating systems
(RTOS).

If an application developer wants to preserve the investment in developing software, it is impor-
tant that the services offered by the RTOS follow a standard API that allows the application to
be ported to different platforms, even from different vendors. One of these APIs that has support
for real-time systems, is supported by major RTOS vendors and is approved as an international
standard is POSIX [1].

POSIX stands for “Portable Operating Systems Interface” and is the standardisation or the
widespread UNIX operating system. The title of the standard tells us two important things about
it. The main objective of the standard is portability of applications. The way this is achieved is
by defining the interfaces or APIs between the operating system (OS) and the application. The
standard describes the services that the OS must provide, and the syntax and semantics of their
interfaces, in terms of data types and function prototypes. The actual implementation of those
services is not specified by the standard, and is left to the open competition among OS vendors.
Since the standard defines the interfaces at the source code level, the portability achieved is also
for the source code. Binary level portability is outside the scope of the standard because it re-
quires the use of a unified processor (or virtual processor) architecture.




UNIX systems were typically non real-time and large, quite far away from the traditional RTOS
that was usually small, adapted to embedded systems with limited resources and with real-time
requirements. POSIX itself, as the standardisation of UNIX is not primarily intended for real-
time systems. However, the OS community made a large effort to bring real-time into the
POSIX standard by adding those services that are required to ensure that the timing behaviour
of the system can be made predictable. It also made a big effort to develop standard subsets of
the OS interfaces that would be suitable for building a small RTOS for embedded systems.
These subsets are called profiles, and the POSIX.13 standard [3] defines four such profiles de-
veloped for different sizes of real-time embedded systems. For instance, the smallest of those
profiles, called the “Minimal real-time systems profile”, removes processes and the file system
from the OS services and describes a small set of OS services that can be implemented in small
platforms.

Even for the smallest profiles the OS services are quite powerful. They resemble those of a larg-
er OS, and are upward compatible. The target of the standard is not the very simple 8 bit plat-
forms requiring a memory footprint of a few hundred bytes, for which there are other standards
that may be more appropriate (like ITRON or OSEK/VDX), but platforms that can hold a kernel
with a footprint above 10 kilobytes.

The POSIX standard was developed by the IEEE and the first version was released in 1988 and
contained interfaces in the C language for the most common system services found in UNIX.
Other extensions were approved later, for instance the real-time extensions (POSIX.1b:1993)
and the threads extensions (POSIX.1¢:1995). Interfaces in other programming languages were

developed as bindings (Fortran, Ada), and profiles or subsets were developed
(POSIX.13:1998).

In addition to IEEE, The Open Group, an international consortium of OS vendors and users, was
developing additional operating system services in rapid growing areas were the international
standard process was slower. This set of standards received the name of “The Single Unix spec-
ification”. As the interfaces matured, there was an effort to join the IEEE/ISO/IEC POSIX stan-
dards and the single UNIX specification. This resulted in incorporating the interfaces into a
single unified standard that is now published jointly by IEEE [1] and The Open Group [2]. The
last published version is from 2003. The POSIX real-time profiles were also updated to reflect
this unification [3] but were kept as a separate standard. Figure 1 shows the history of some of
the POSIX standards.

As a consequence of all these developments in the C, C++, and POSIX standards we can say
that it is possible to develop portable real-time embedded applications using the C language and
an RTOS that follows one of the POSIX real-time systems profiles. In the following sections
we will try to describe the main services offered by the union of the POSIX OS and the lan-
guage, with emphasis on those services required to provide predictable timing behaviour.

2. Description

In this section we describe the most relevant POSIX services from the point of view of devel-
oping real-time applications. Two fundamental requirements must be met for this purpose: the
ability to create concurrent programs with multiple cooperative tasks, and the ability to bound
the response time of the OS services and to predict the timing behaviour of the application.
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Figure 1. History of (some of) the POSIX standards

2.1 Concurrency

The POSIX standard offers two mechanisms to achieve the goal of programming concurrent
tasks that can execute under logical parallelism with independent threads of control: processes
and threads.

Processes are useful when developing independent application components because they define
independent memory address spaces. It is possible to program applications composed of con-
current processes that can cooperate among themselves but whose memory and system resourc-
es are protected against accesses from other processes. This allows a spatial partitioning of the
application and introduces a protection boundary against mistakes or intrusion. The smallest
real-time profiles do not allow processes and therefore the only service providing concurrency
is threads.

Threads allow programming concurrent activities that can share the same address space, and
thus are more interesting for implementing cooperative tasks. Usually their management has
less overhead than that of processes, as it doesn’t involve manipulating the memory manage-
ment unit to provide address space separation. When multiple processes are supported, each
process has one or more threads that share the address space of their process.

2.2 Fixed-priority scheduling

POSIX defines three scheduling policies that can be used to schedule real-time applications. All
three policies are based on preemptive fixed priorities. Each schedulable entity (process or
thread) is assigned a priority and the system chooses for execution, from the entities that are
ready to execute, the one with the highest priority. The policies are:

* SCHED_FIFO: FIFO order among entities of the same priority




* SCHED_RR: Round robin order among entities of the same priority
* SCHED_SS: Sporadic server scheduling, useful for scheduling aperiodic tasks

All these policies are compatible, so it is possible to assign them individually to each entity, in
a mixed fashion.

When both processes and threads are present, three scheduling models may be supported by the
implementation:

» System contention scope, in which the the only schedulable entity is the thread. All threads
in the system compete among them, regardless of the process to which they belong.

* Process contention scope, in which the scheduler works at two levels. It first chooses a pro-
cess according to its priority, and then chooses the highest priority thread of that process.

* Mixed contention scopes are also possible, in which some threads have a “system” scope,
and other threads have a “process” scope.

For real-time applications the system scope leads to a higher degree of predictability.

2.3 Mutual exclusion synchronisation

Cooperative scheduling requires some synchronisation mechanism for accessing shared re-
sources, most commonly based on mutual exclusion. Real-time systems require in addition that
the mutual exclusion mechanisms avoid priority inversion that could destroy the predictability
of the response times. POSIX provides a synchronisation object called the mutex, and describes
two mechanisms for avoiding priority inversion: The immediate priority ceiling (called Priority
Protection) useful for static systems in which it is possible to assign a priority ceiling, and pri-
ority inheritance, that generally produces more blocking but is useful in dynamic systems where
it is difficult to assign such ceiling.

2.4 Signal/wait synchronisation

In addition to sharing resources, cooperative tasks also require some form of signalling and con-
ditional waiting so that one task can wait for another one to complete some action. POSIX de-
fines two mechanisms for this purpose counting semaphores, and condition variables.

A Condition variable is a powerful primitive that allows a task to wait until a condition is true.
This condition is usually set true by some other thread. The condition itself is arbitrary state,
possibly implying multiple variables or complex data structures, which can be checked and up-
dated under the protection of a mutex. For this purpose, the condition variable is associated with
a mutex that is atomically locked when a thread that was waiting on the condition is awakened.
In summary, condition variables allow for signal & wait synchronisation based on complex con-
ditions, and have a very efficient behaviour.

Counting semaphores are a classic low-level synchronisation primitive and can be used in
POSIX to synchronise an application thread with an interrupt service routine or a signal handler.




2.5 Asynchronous notification

POSIX uses signals as a notification mechanism for events like certain exceptions, the expira-
tion of a timer, or the end of an asynchronous I/O operation. Signals can also be generated ex-
plicitly from the application. In response to a signal, a process can execute a signal handler. It
is also possible for a thread to explicitly wait for a signal from a certain set. In multithreaded
processes signals may be delivered to any thread that expresses interest in it, so careful program-
ming discipline is needed to achieve predictable results. The usual recommendation is to have
only one thread within the process to express interest in a given signal.

2.6 Message passing

Message passing services are provided in POSIX, that allow variable-size messages to be ex-
changed among threads, through message queues. It is possible to poll for the availability of a
message or to block waiting until one is available. This wait operation can be programmed with
a timeout. Message passing can be used to exchange information among processes or threads,
and to synchronise their work.

2.7 Timing services

Logical clocks are defined as objects that can measure the passage of time. They are given an
identifier than can be used later in all the time-related services. Several clocks are defined by
the standard:

* CLOCK REALTIME: Measures “system” time, and may be subject to changes, for
instance to adapt to the official time.

*+ CLOCK_MONOTONIC: Measures time in a monotonic fashion, at a constant rate. Usually
real-time timing should be based on this clock, to make it immune to changes to the official
calendar.

» Execution time clocks: they measure the CPU time consumed by a given process or thread

Based upon these clocks different services can be invoked. It is possible to sleep until a given
clock reaches some absolute time, or until some relative interval elapses. It is also possible to
create a timer, which is a software object that is capable of notifying the application when a giv-
en clock has reached a time, or an interval has elapsed. Timers may be programmed to expire
periodically.

Execution time clocks are very useful in combination with timers to monitor the CPU usage
from a given thread, and to be able to detect the consumption of excessive time. This is key in
real-time systems, because the schedulability analysis is based on the assumption that worst-
case execution times are never exceeded. This assumption can be enforced by the OS.

2.8 Memory management

The C language defines basic primitives for explicit allocation or deallocation of memory. Since
in many implementations these services have unbounded response times, it is usually consid-




ered good practice in real-time systems to restrict these services to initialisation or to the non-
real time parts of the application.

Also crucial to the real-time behaviour is the use of virtual memory. This is a widely used mech-
anism to make the logical memory used by an application independent of the physical memory,
but it can introduce large delays in the memory access times that would ruin predictability of
the response times. Therefore it is very important to lock into physical memory those parts of
the application that have real-time requirements. POSIX provides services for this purpose.

2.9 Other services

In addition to the services mentioned above, which have important implications in the real-time
properties of an application, there are other general-purpose services that are required from the
OS, such as I/0, file system, networking, ... As a standard that targets both real-time and general
purpose systems, POSIX defines all these services and many more.

2.10 Interoperability with other languages

The POSIX family of standards contains language bindings for interfacing the OS services from
languages other than C. In particular, there exist bindings for Fortran and Ada, although the real-
time extensions are defined only for the latter.

Ada already has concurrency integrated in the language, but it can still get benefit from POSIX
from two perspectives. On the one hand, POSIX defines processes with separate address spaces,
so it is possible to program applications composed of multiple Ada programs or partitions (each
being implemented as a process) that cooperate among them by using the OS services, and get
the benefit of the spatial protection provided by the processes.

On the other hand, the POSIX services provide a means to achieve interoperability between Ada
tasks and threads written in C. Consistent scheduling, timing and synchronisation may be
achieved through the OS services.

2.11 Profiles

As it an be seen in Figure 2, each of the four real-time profiles defined in POSIX.13 is a subset
of the next profile, and of the overall POSIX standard:.

* Minimal Real-Time System (PSE51): The main services are threads, fixed-priority schedul-
ing, mutexes with priority inheritance, condition variables, semaphores, timing services
including CPU-time clocks, simple device 1/O, signals, and memory management. See Fig-
ure 3.

* Real-Time Controller (PSE52): Modelled after industrial controllers, this profile adds a sim-
ple file system, message queues, and tracing facilities.

* Dedicated Real-Time system (PSE53): Intended for large embedded systems, this profile
adds multiple processes, networking and asynchronous I/O.
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Figure 3. Main services included in the minimal real-time system profile (PSES1)

* Multipurpose Real-Time System (PSES54: Intended for general-purpose systems that also
have real-time requirements. This profile adds a full file system, multiple users capability, a
shell and common utilities, and many other features.




3.

Future

The POSIX standard is a mature technology that receives maintenance in the form of technical
corrigenda, but has not had major additions in the past few years.

There are some important features that would be interesting for real-time applications and that
are not included in the POSIX standard. They constitute candidates for a future extension of the
real-time capabilities of the standard:

[1]

(2]

(3]

[4]

[3]
[6]

[7]

(8]

[9]

Interrupt management: services to allow the application to manage the processor interrupts,
install handlers, and synchronise with them. Although these services should probably not be
offered in the OSs addressed to general-purpose systems, they are important in small
embedded systems.

Multiprocessor allocation: it is an important issue with the current trend towards multicore
and multiprocessor architectures. Real-time applications need to be able to control the allo-
cation of threads to processors, to achieve predictable timing behaviour.

Application-defined scheduling. Many high-end applications are running into the need of
using scheduling policies that are capable of better exploiting the available resources.
Dynamic priority scheduling would thus be desirable or, even better, the ability for the
application to define its own scheduling policy.
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